
베이즈 인수는 왜 그토록 효과적인가?

1)

필드가 불확실한 경험을 좀더 적절히 표상할 수 있는 새로운 방식을 제안한 

이래, 초기의 제프리 조건화가 안고 있던 난점들은 상당히 해소가 되었다. 그 

제안의 핵심은 오늘날 흔히 ‘베이즈 인수’라 부르는 것으로 귀결되는데, 그러

한 인수의 등장으로 이제는 과연 그것이 조건화와 관련한 여러 문제에 얼마

만큼 효과적일 수 있는가가 문제시될 수밖에 없게 되었다. 불행히도 당장은 

베이즈 인수를 동원한다 할지라도 제프리 조건화가 여러 문제에 부딪힐 수 

있음이 드러났으나, 좀더 최근에 그와 같은 문제들 역시 새로운 방식으로 재

정식화해 베이즈 인수를 적용한다면 여전히 제프리 조건화로써 올바르게 처

리할 수 있음을 보여 주는 연구 결과들이 보고되고 있다. 이러한 상황에서 본 

논문의 과제는 베이즈 인수가 그처럼 여러 도전들을 극복하고 효과적으로 성

공적일 수 있는 이유가 무엇인가를 밝히는 일이다. 즉 여러 문제를 해결해 가

는 과정 배후에서 그 형식적 수식 관계를 넘어 베이즈 인수가 과연 우리의 

인식에 있어 어떤 의미를 갖는가를 분명히 해명해 보자는 것이다. 결과적으로, 
우리는 베이즈 인수가 여러 성공의 상황에서 효과를 발휘하게 되는 중요한 

몇몇 인식적 특성들을 알게 될 것이다. 이러한 작업은 지금까지 베이즈 인수

가 성공적으로 효과를 발휘해 온 여러 결과들을 요약적으로 종합하고, 동시에 

이후 베이즈 인수를 활용할 후속 연구 작업에서 필요한 모럴을 제공할 수 있

으리라 기대한다.

【주요어】제프리 조건화, 베이즈 인수, 확률 동학, 증거에 대한 평형 해석
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과학적 지식의 형성에서 우리의 경험이 중요함은 더 말할 나위 없

다. 하지만 그러한 경험이 과학적 가설들에 대해 어떤 방식으로 영향

을 미치는가를 설득력 있게 말한다는 것은 쉬운 일이 아니다. 이러한 

문제에 관해 베이즈주의에서는 양자 사이의 관계를 일종의 귀납적 관

계로 파악하고, 그러한 관계가 바로 확률적인 ‘조건화’에 의해 정식화

될 수 있는 것으로 보고 있다. 특히 주관적 베이즈주의에서는 그 가설

에 대한 우리의 신념도가 그와 같은 조건화에 따라 갱신될 때 합리적

일 수 있다고 주장한다.
하지만 이때 문제의 경험이 과연 확실하게 주어질 수 있는가의 여부

가 우리의 신념도 갱신 방식에 상당히 중요한 영향을 미칠 수 있음이 

점차 드러나고 있다. 주관적 베이즈주의 초기에는 조건화 과정에 필요

한 경험이 확실하게 주어질 수 있다고 보았다. 이러한 가정 하에서 흔

히 ‘베이즈 조건화’(Bayesian Conditioning)라 부르는 표준적인 조건화 

방식이 정식화되었다. 그러나 우리의 경험이 확실하지 않을 이유가 여

러 가지로 존재한다. 우리의 감각이 불완전하기 때문일 뿐만 아니라, 
좀더 실제적으로는 과학적 실험의 결과가 확정적이지 않고 계속 변화

할 수 있기 때문이다.1) 이러한 관점에서, 1960년대에 제프리가 오늘날 

우리가 ‘제프리 조건화’(Jeffrey Conditioning)라 부르는 새로운 조건화 

방식을 제안했을 때, 이는 가설과 경험 사이의 문제에 대해 상당히 중

요한 의의를 갖는 것이었다. 이 새로운 조건화 방식은 바로 우리의 경

험이 결코 확실할 수 없음을 전제로 한 것이기 때문이다. 
그러나 적어도 제프리 초기에 그의 조건화를 위해 제안된, 경험의 

표상 방식은 여러 난점을 지니는 것이었다. 그 가장 대표적인 것이, 경
험이 주어지는 순서의 차이에 따라 제프리 조건화의 결과가 상이해질 

수 있다는 점이다. 이러한 점은 오히려 베이즈 조건화에서는 나타나지 

않는 결과이다. 다만 필드가 제프리 조건화의 틀 내에서 경험을 좀더 

적절하게 표상할 수 있는 새로운 방식을 제안한 이래(Field 1978), 이

 1) 프랭클린은 실험 과학의 실제에서 실험의 결과가 달라지는 일은 흔한 일임

을 지적하고, 그 구체적인 예로서 17-keV 중성미자의 경우를 자세히 소개

하고 있다(Franklin 1999, ch. 2).
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와 같은 난점들은 상당히 해소가 되었다. 필드 제안의 핵심은 오늘날 

흔히 ‘베이즈 인수’(Bayes factor)라 부르는 것으로 귀결되는데, 이러한 

인수의 등장으로 이제는 과연 그것이 조건화와 관련한 여러 문제에 얼

마만큼 효과적일 수 있는가가 문제시될 수밖에 없었다. 불행히도 당장

은 베이즈 인수를 동원한다 할지라도 제프리 조건화가 여러 문제에 부

딪힐 수 있음이 드러났다. 하지만 좀더 최근에 그러한 문제들 역시 새

로운 방식으로 재정 식화해 베이즈 인수를 적용함으로써 여전히 재정 

식화해 조건화로 올바르게 처리할 수 있다는 연구 결과들이 보고되고 

있다(예컨대 박일호 2013; Park 2012; 2013; 2014).
이러한 상황에서 본 논문의 과제는 베이즈 인수가 그처럼 여러 도전

을 극복하고 효과적으로 성공적인 결과를 낼 수 있는 이유가 무엇인가

를 밝히는 일이다. 넓게 보자면, 재정 식화해의 조건화는 경험의 내용

을 온전하게 표상할 수 있는 특권적 명제의 존재를 부정하고 경험에 

대해 부분적인 신념의 정도만을 말할 수 있을 뿐이라는 이른바 ‘원초

적 확률주의’(Radical Probabilism)와 같은 인식론적 이론에 기반을 둔 

것이다. 그러므로 우리가 관심을 두는 베이즈 인수에 대한 어떠한 논

의든 그 자체만으로도 넓게 보자면 인식론상의 한 논의가 될 수 있기

는 하나, 여기서는 좀더 범위를 좁혀, 잘 정식화된 형태로 여러 상황에

서 문제를 해결해 가는 과정 배후에서 그 형식적 수식 관계를 넘어 베

이즈 인수가 과연 우리의 인식에 대해 어떤 의미를 갖는가를 좀더 분

명하게 해명해 보자는 것이다. 곧 여러 문제 상황에서 베이즈 인수가 

효과를 발휘하게 되는 까닭을 그 수식적 관계를 넘어 인식론적으로 해

석해 보고자 하는 것이다. 결과적으로, 우리는 베이즈 인수가 여러 성

공적 상황에서 효과를 발휘하게 되는 중요한 몇몇 인식적 특성들

(properties)을 알게 될 것이다. 이와 같은 작업은 지금까지 베이즈 인

수가 성공적으로 효과를 발휘해 온 여러 결과들을 요약적으로 종합하

고, 동시에 이후 베이즈 인수를 활용할 후속 연구 작업에서 그 모럴을 

제공할 수 있으리라 기대한다.
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1. ‘베이즈 인수’에 이르기까지

우리의 논의를 위해, 먼저 이른바 ‘베이즈 인수’라는 것에 어떻게 이

르게 되었는지 그 과정을 좀더 상세히 살펴보기로 하자. 물론 이는 단

순히 역사적인 고찰을 의미하는 것이 아니라, 제프리의 조건화를 위해 

왜 ‘베이즈 인수’라는 것이 도입될 수밖에 없었는지 그 인식론적 이유

들을 탐색해 보자는 것이다.
이러한 관점에서 가장 먼저 주목할 만한 점은 제프리의 조건화는 무

엇보다 시간성(temporality)을 고려하고 있다는 점이다. 물론 제프리 조

건화 이전의 표준적인 베이즈 조건화에서도 시간성을 전혀 고려하고 

있지 않은 것은 아니다. 하지만 후자에서 고려하고 있는 시간성이란 

단순히 어떤 경험이 주어지기 이전과 이후의 확률, 즉 이른바 ‘사전 확

률’(prior probability)과 ‘사후 확률’(posterior probability) 사이의 시간

적 차이일 뿐이다. 예컨대 어떤 가설 ǥ에 대해 경험을 표상하는 명제

로서의 증거 Ǣ가 주어진 경우, 베이즈 조건화에서는 다음과 같은 신념

도 갱신 규칙을 제시한다.

(BC)     ǮĽǥľ ŀ ǭĽǥōǢľ

여기서 ǭ는 경험적 증거 Ǣ가 주어지기 이전의 사전 확률 함수이며, Ǯ

는 증거 Ǣ가 주어진 이후의 사후 확률 함수이다. 그러므로 ǮĽǥľ는 분

명 경험 이후의 시점에서 가설 ǥ의 확률값을 정해 주는 셈이다.
그러나 이와 같은 베이즈 조건화에서는 증거 Ǣ를 낳는 경험에 대한 

우리의 신념이 확실한 것으로 간주된다. 즉 증거 Ǣ에 대한 확률에 대

응하는 우리의 신념도가 1로 바뀔 수 있는 것으로 보는 것이다. 만일 

이것이 가능하다면, 물론 ǮĽǢ ľ=1이다. 하지만 과연 이렇게 될 수 있느

냐 하는 것은 질적인 측면에서 여러 가지 논란을 야기할 수 있고, 제
프리와 같은 원초적 확률주의자들은 물론 이에 반대하고 있다(Jeffrey 
2001; Wagner 2003). 여기서 나는 다만 이에 대해 단순히 그들의 결

론에 따르는 것으로 만족하기로 한다. 오히려 과학의 실제에서 보면, 
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좀더 흥미로운 사실은 (앞서 이미 지적한 대로) 과학자들이 현장에서 

얻는 증거적 경험들은 많은 경우 변화 가능하다는 점이다. 물론 이것

은 일차적으로는 그들의 경험이 결코 확실하지 않고 불확실함을 보여 

준다. 그러나 지금의 맥락에서 한층 더 중요한 점은, 어떤 경험적 증거

에 대한 우리의 신념도는 시간의 흐름과 더불어 변화 가능해야 한다는 

점이다. 만일 위의 (BC)의 관점에 따라 ǮĽǢ ľ=1이 되면, 이는 증거 Ǣ에 

대한 우리의 신념도가 1로 바뀌었음을 의미할뿐더러, 그러한 신념도가 

변함없이 유지되어야 함을 뜻한다. 이는 과학의 실제를 제대로 반영하

지 못하는 것으로 보인다.
이에 반해 무엇보다 제프리의 조건화에서는 경험적 증거 Ǣ에 대해 

ǮĽǢ ľ=1를 거부함으로써(또한 이와 유사한 이유로 ǮĽǢ ľ=0를 거부함으

로써) 그와 같은 실제를 잘 반영할 수 있는 토대를 갖추고 있다. 즉 0
<ǮĽǢ ľ<1인 상태에서 시간의 흐름에 따라 증거 Ǣ에 대한 확률값들이 

변화할 수 있는 여지를 수용하는 것이다. 위에서 ‘제프리 조건화에서 

시간성을 고려하고 있다’고 말한 바의 핵심은 바로 이것이다. 이에 따

라 제프리 초기에2) 주어진 조건화는 다음과 같다.

(JC)     ǮĽǥľ ŀ ǮĽǢ ľǭĽǥōǢ ľŁ ǮĽ∼ ǢľǭĽǥō ∼ Ǣľ

지금의 맥락에서 이와 같은 (JC)의 핵심은 증거 Ǣ에 대한 ǮĽǢ ľ와 증

거 Ǣ의 부정에 대한 ǮĽ∼ Ǣľ가 함께 고려되고 있다는 점이다. 물론 이 

경우 만일 ǮĽǢ ľ=1이 되는 경우라면, ǮĽ∼ Ǣľ=0이 되므로, (JC)는 곧 

위의 (BC)와 동일하게 된다. 그러므로 어느 면 (JC)를 단순히 (BC)의 

일반화로 볼 수도 있으나, 지금의 논의 맥락에서 한층 더 중요한 점은 

지금의 (JC)는 단순히 (BC)의 일반화가 아니라 (BC)의 주요 전제에 

대한 심각한 반론의 결과라는 점이다. 나는 이 점에 관해 이후 좀더 

본격적으로 논할 예정이나(이후의 제3절 참조), 어쨌든 지금의 단계에

서 우선 강조할 점은, 위의 (JC)에서 중요한 점은 증거적 경험의 시간

 2) 이는 대략 Jeffrey (1983)의 초판이 발간된 1965년, 그리고 Jeffrey (1968)
의 시기를 말한다.



전 영 삼24

적 변화 가능성을 고려하고 있다는 점이다. 바로 이 점에서 (JC)는 진

정한 의미에서 ‘통시적 규칙’(diachronic rule)이 될 수 있고, 이러한 규

칙을 사용하는 신념도 갱신의 과정이 실로 ‘확률 동학’(probability 
kinematics)에 부응할 수 있는 것이다.
물론 위의 (JC)에 대해서는 추가적인 설명이 필요하다. 우선 위의 

(JC)에서는 증거 Ǣ에 대한 ǮĽǢ ľ와 더불어 증거 Ǣ의 부정에 대한 

ǮĽ∼ Ǣľ을 고려하고 있을 뿐이다. 이 경우 Ǣ와 ∼ Ǣ는 상호 배타적이

다. 하지만 상호 배타적인 증거가 이렇게만 제시될 필요는 없다. 예컨

대 문제의 증거들이 Ǣĭ, ǢĮ , , Ǣǫ으로 상호 배타적일 수도 있다. 이

렇게 된다면, 위의 (JC)는 이와 같은 경우들을 감안해 좀더 일반화시

킬 수 있고, 이러한 일반화는 위의 (JC)와 유사하게 ŠǮĽǢǦľǭĽǥōǢǦľ와 

같은 식으로 쉽사리 얻어 낼 수 있다. 하지만 이러한 일반화 자체는 

우리의 관점에서 그다지 핵심적인 것은 아니다. 그러므로 꼭 필요한 

경우가 아니라면, 이하 (JC)에 관해서는 일단 위에 주어진 대로 Ǣ와 

∼ Ǣ에 대한 것으로 한정해 논해보기로 하자.
지금의 추가 설명에서 이보다 더 한층 중요한 점은, 제프리가 우리 

경험의 내용을 표상하는 특권적 명제를 부정하면서도 어떻게 경험의 

요소를 자신의 (JC)에 반영할 수 있었느냐 하는 점이다. 위의 (JC)에서 

ǮĽǢ ľ나 ǮĽ∼ Ǣľ는 그 자체 어떤 경험에 대한 것이 아닌 하나의 명제 Ǣ

나 ∼ Ǣ에 대한 신념도를 나타내는 것으로 보인다. 그렇다면 이는 문

제의 경험이 곧 명제 Ǣ나 ∼ Ǣ에 대한 신념도로 반영됨을 뜻하는 것인

가? 이에 관해 좀더 정확히 답을 하자면, 제프리는 우리 경험의 내용

을 표상하는 특권적 명제는 부정하나, 경험의 충격이나 자극이 우리의 

신념도에 변화를 가져 올 수 있다는 점을 부정하는 것은 아니라는 것

이다. 그러므로 사실상 (JC)에서 ǮĽǢ ľ와 ǮĽ∼ Ǣľ는 그 자체 독립적인 

것 이기보다 문제의 경험이 주어지기 이전의 어떤 신념도, 예컨대 

ǭĽǢ ľ와 ǭĽ∼ Ǣľ와 관련해, 그 후자와 비교해 주어진 결과적인 것일 따

름이다. 달리 말해, 어떤 경험이 그대로 위의 (JC)에 반영된 것이 아니

라, 주어진 경험에 의해, 경험 이전의 신념도 ǭĽǢ ľ와 ǭĽ∼ Ǣľ로부터 경

험 이후의 신념도 ǮĽǢ ľ와 ǮĽ∼ Ǣľ로의 변화 결과가 그에 반영된 것이
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다.3)

그렇다면 위에서 언급한 Ǣ와 ∼ Ǣ의 의미에 대해서도 좀더 정확히 

밝힐 필요가 있다. 방금 언급한 대로 우리 경험의 충격에 의해 신념도 

ǭĽǢ ľ와 ǭĽ∼ Ǣľ로부터 ǮĽǢ ľ와 ǮĽ∼ Ǣľ로의 변화를 제프리가 원하는 관

점대로 나타내기 위해서는, 먼저 일정한 언어 체계(또는 개념 체계)가 

가정되고, 그 체계 내에서 표현 가능한 명제 Ǣ와 그것의 부정 ∼ Ǣ만

으로 이루어진 집합이 전제될 필요가 있다. 따라서 문제의 신념도 변

화는 정확히는 해당 언어 체계 내에서 상호 배타적이며 망라적인

(mutually exclusive and exhaustive) 명제들로 이루어진 이른바 ‘분할 

집합’(partition)을 전제로 표현되는 것이며, 우리의 경우라면 분할 집

합 E={Ǣ, ∼ Ǣ}를 전제로 한 것이다.
만일 이렇게 된다면, 경험의 확실성을 부정하면서도 증거에 대한 신

념도의 변화를 반영할 수 있는 길이 열리게 된다. 하지만 이러한 이점

에도 불구하고, 위의 (JC)는 심각한 난점에 부딪친다. 바로 신념도 갱

신의 교환성(commutativity) 요건을 만족시키지 못한다는 점이다. 예컨

대 어떤 경험의 충격 Ǣ�에 의해 분할 집합 E와 관련해 Ǣ에 대한 어떤 

행위자의 신념도가 ǭĽǢ ľ=0.5로부터 ǮĽǢ ľ=0.8로, 그리고 다시 동일한 

분할 집합과 관련해 새로운 경험의 충격 Ǣ��에 의해 ǯĽǢ ľ= 0.4로 변화

했다고 해 보자.4) 그리고 이때 Ǣǥ , Ǣ ∼ ǥ , ∼ Ǣǥ , ∼ Ǣ ∼ ǥ에 대한 ǭ

의 확률값이 차례로 0.3, 0.2, 0.2, 0.3으로 주어졌다고 해 보자. 그렇다

면 이러한 확률값들에 의해 위의 (JC)를 차례로 적용해 보면, 그 최종

적인 ǯĽǥľ의 값은 다음의 <표 1>과 같이 0.48이 된다.

 3) 이와 같은 신념도의 변화에 대해, 러바이는 제프리가 사실상 그러한 변화

가 어떻게 정당화될 수 있는지에 관해서는 제대로 보여 주지 못해 결과적

으로 조건화 과정에서 어떤 자의성에 빠지게 될 수밖에 없음을 지적하고 

있다(Levi 1967). 이것은 상당히 흥미로운 지적이긴 하나, 여기서는 이러한 

문제는 다루지 않기로 한다.
 4) 물론 이때 해당 경험의 충격에 의해 직접적으로 초래되는 변화는 지금과 

같은 직접적인 신념도의 변화일 뿐이고, 여타의 모든 것에는 아무런 직접

적인 변화도 초래되지 않는 것으로 가정하기로 한다. 이와 같은 가정은 이

하 유사한 관련 논의에서도 마찬가지이다.
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ǭ ǥ ∼ǥ 합 Ǯ ǥ ∼ǥ 합 ǯ ǥ ∼ǥ 합

Ǣ 0.30 0.20 0.50 Ǣ 0.48 0.32 0.80 Ǣ 0.24 0.16 0.40
∼Ǣ 0.20 0.30 0.50 ∼Ǣ 0.08 0.12 0.20 ∼Ǣ 0.24 0.36 0.60
합 0.50 0.50 1.00 합 0.56 0.44 1.00 합 0.48 0.52 1.00

<표 1> 

하지만 이제 경험이 주어지는 순서가 달라져, 해당 행위자의 신념도가 

ǭĽǢ ľ= 0.5로부터 ĉĽǢľ= 0.4로, 그리고 다시 그로부터 ĊĽǢľ= 0.8로 변

화했다고 해 보자. 그렇다면 이 순서대로 (JC)를 적용해, 그 최종적인 

ĊĽǥľ의 값으로 0.56을 얻게 되고, 이는 ǯĽǥľ의 값과 동일하지 않음을 

확인하게 된다.
이와 같은 결과는, 만일 차례로 주어지는 경험의 질적인 차이를 인

정한다면, 문제될 것이 없으며 오히려 당연한 결과라 할 수 있을지 모

른다.5) 그러나 예컨대 어느 외과의가 환자로부터 채취한 조직 샘플의 

검사를 병리의에게 의뢰해 그 결과를 받을 때처럼 경험에 있어 타인과

의 협력(collaboration)이 필요한 경우를 감안한다면,6) 위의 결과는 신

념도 갱신에는 매우 큰 제약이 될 수 있다.
그렇다면 이와 같은 난점이 야기되는 이유는 무엇일까. 위의 표를 

다시 살펴보면 쉽사리 짐작할 수 있듯, 이와 같은 난점의 표면상의 이

유는 우선 (JC)가 Ǯ나 ǯ과 같은 사후 확률 함수가 제공하는 사후 확률

값에 의존한다는 점이다. 위의 표에서 처음 함수 ǭ에 의해 확률값이 

결정된 이후, 다시 함수 Ǯ에 의해 확률값이 결정되고, 이후 ǭ가 아닌 

Ǯ에 의해 결정된 확률값에 의해 새로운 확률값이 결정됨에 따라, ǯ에 

의한 확률값은 결국 Ǯ의 영향을 피할 수 없게 되는 것이다. 따라서 경

험이 주어지는 순서가 바뀌게 되면, 처음에 동일하게 함수 ǭ로부터 출

발했다 할지라도, 이후 Ǯ와는 다른 새로운 사후 확률 함수 ĉ의 영향

 5) 이와 같은 견해와 관련해서는 Lange (2000) 참조.
 6) 신념도 갱신의 문제에서 이와 같은 상황에 관해서는 Jeffrey (2001), Park 

(2014) 참조. 특히 후자에서는 이러한 상황을 좀더 자세히 ‘직접적인’ 경우

와 ‘간접적인’ 경우로 나누어 논하고 있다. 이러한 분류에 따르면, 제프리

의 논의는 직접적인 경우에 한정될 따름이다.
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을 받게 됨에 따라 그를 기반으로 한 Ċ이 ǯ과는 다른 확률값을 보여 

주는 것이다.
그렇다면 이 단계에서 문제의 사후 확률을 전면적으로 배제해야 하

는 것인가? 이는 아직 성급한 일이다. 위의 Ǯ로부터 ǯ로 나아가는 과

정을 ǯ의 관점에서 보면, Ǯ는 새로운 경험의 충격이 주어지기 이전의 

사전 확률 함수에 해당한다. 그리고 이를 바탕으로 새로운 경험의 충

격에 의해 ǯ로 나아간 것이다. 그런데 위의 ĉ로부터 Ċ로 나아가는 

과정을 Ċ의 관점에서 보면, ĉ 역시 새로운 경험이 주어지기 이전의 

사전 확률 함수에 해당하고, 이를 바탕으로 새로운 경험의 충격에 의

해 Ċ로 나아간 것이다. 그런데 이때 ĉ의 단계에서 새로이 주어진 그 

경험의 충격이란 사실상 처음의 ǭ로부터 ĉ로 나아갈 때 주어진 경험

의 충격과 다르지 않다. 이때 다른 점이란 오로지 Ǯ로부터 ǯ로 나아갈 

때와 ĉ로부터 Ċ로 나아갈 때 그 각각의 사전 확률일 뿐이다. 만일 사

정이 이러하다면, 결국 (JC)에 있어 교환성에 문제가 발생하는 까닭을 

우리는 그 표면적인 사후 확률을 넘어 그 안에 포함된 하나의 요인으

로서 사전 확률의 개입에서 찾아야만 할 것이다.7) 그렇다면 하나의 사

후 확률에서 그 사전 확률의 요인을 배제했을 때 남는 것은 무엇인가? 
만일 우리가 그것을 추출해 낼 수만 있다면, 우리는 처음에 동일한 사

전 확률에서 출발하는 한, 그 추출된 요인만을 감안해 교환성에 문제

가 없는 사후 확률 함수를 얻어 낼 수 있을지 모른다.
처음 출발할 때 지금의 우리와 문제의식은 달랐지만, 이러한 문제에 

 7) (JC)와 비교해 (BC)를 위에서처럼 거듭된 경험의 상황에 적용해 보면, 
(BC)의 경우에는 교환성의 문제가 발생하지 않음을 알게 된다. 즉 ǮĽǢľ=
ǯĽǢľ=1인 경우 ǮĽǥľ=ǯĽǥľ=0.60일 뿐만 아니라, ĉĽǢľ=ĊĽǢľ=1인 경우 역시 

ĉĽǥľ=ĊĽǥľ=0.60인 것이다. 이는 근본적으로 (BC)에서는 신념도 갱신에서 

사후 확률 함수들이 모두 처음의 사전 확률에만 의존하기 때문이다. 즉 ǯ

이나 Ċ 모두 함수 ǭ에만 의존하는 것이다. 사실상 일반적으로 (BC)에서는 

Ǣ�, Ǣ�, 가 연속으로 주어진다 할지라도 그 사후 확률 함수는 궁극적으로 

ǮĽǥľ=ǭĽǥōǢ�Ǣ�⋯ľ에서처럼 처음의 사전 확률 함수 ǭ에만 의존하고, 따라서 

경험이 주어지는 순서에 영향을 받지 않는다.
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대해 결정적인 제안을 한 이가 필드이다. 그는 (JC)에 핵심적으로 부

족한 점이 경험의 충격이 관찰 명제 Ǣ에 미치는 정도를 나타내는 일이

라 보고, 이를 나타내는 수, 즉 그의 표현대로 “입력 매개 변수”(input 
parameter)를 제시하려 하였다. 이러한 그의 문제의식 하에서 문제의 

변수 Ɩ는 그 자체 경험의 충격과 관련된 명제 Ǣ가 제시되기 이전의 

사전 확률과는 독립된 것일 필요가 있었다. 그리하여 그는 제프리식의 

신념도 갱신에서 사후 확률 함수 Ǯ는 다음과 같이 최초의 사전 확률 

함수 ǭ와 Ǣ, 그리고 그와 독립된 Ɩ에 의해 결정되는 어떤 함수일 필요

가 있다고 보았다.8)

(JCF)     Ǯ ŀ ƪĽǭŋ Ǣŋ Ɩľ

그렇다면 이러한 취지에 맞는 Ɩ로서 어떠한 식을 제시할 수 있을 

것인가? 적어도 1978년 논문에서 그는 이에 대한 자세한 논변을 회피

한 채(p. 364) 단적으로 다음과 같은 식을 제시한 바 있다.

(def Ɩ)     Ɩ ŀ ǡǣĽĭōĮľlogłĽǮōǭľōĽĽĭ Ŀ ǮľōĽĭ Ŀ ǭľľŃ

여기서 ‘(1/2)log’ 부분은 단지 척도의 조정을 위한 것일 뿐, 핵심은 그 

뒤의 부분인 ‘ĽǮōǭľ/ĽĽĭ Ŀ ǮľōĽĭ Ŀ ǭľľ’일 따름이다. 만일 우리가 이를 

받아들인다면, 이를 Ǯ에 관해 풀어 Ǯ=(ǭǢƖ)/(ǭǢƖ Ł Ľĭ Ŀ ǭľǢĿ Ɩ)를 얻

고, 이는 (JCF)에서 사후 확률 함수 Ǯ가 어떻게 사전 확률 함수 ǭ와 

독립적으로 Ɩ에 의해 결정될 수 있는가를 보여 준다. 왜냐하면 지금의 

Ǯ는 ǭ가 고정되어 있을 때 Ɩ만의 증감에 따른 함수가 될 수 있기 때

문이다. 그러므로 이를 이용하면 (JC)를 다음과 같이 바꿔 새로 쓸 수 

있다.

(JCƖ)     ǮĽǥľ ŀ łǢƖǭĽǥǢ ľŁ ǢĿ ƖǭĽǥ ∼ ǢľŃōłǢƖǭĽǢ ľŁ ǢĿ ƖǭĽ∼ ǢľŃ  

 8) p. 362, 여기서는 우리의 맥락에 맞게 기호 변경.
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필드는 이와 같은 식이 Ɩ=0일 때 ǮĽǥľ= ǭĽǥľ임을 보여 주고, 이는 

경험의 충격이 아무런 정보도 주지 않는 경우에는 가설에 대한 확률에 

아무런 변화도 초래하지 않음을 보여 주는 것이므로 원래의 취지에 비

춰 문제의 Ɩ가 만족할 만한 입력 매개 변수가 될 수 있는 한 가지 증

좌가 된다고 본다.
제프리는 이후 이러한 필드의 제안을 하나의 더 나은 대안으로 자신

의 확률 동학 내에 수용한다(Jeffrey 2001; 2004). 다만 (def Ɩ)에서 

‘(1/2)log’은 본질적인 것이 아니므로, 제프리를 포함해 현행의 학자들

은 대부분 ‘ĽǮōǭľ/ĽĽĭ Ŀ ǮľōĽĭ Ŀ ǭľľ’ 부분만을 취해, 이를 ‘베이즈 인

수’라 부르고 있다. 따라서 분할 집합 E={Ǣ, ∼ Ǣ}에 한정해 베이즈 

인수를 규정하면 다음과 같고,

(BF)      ƗĽǢ ň∼ Ǣľ = [ǮĽǢ ľ/ ǭĽǢ ľ] / [ǮĽ∼ Ǣľ/ǭĽ∼ Ǣľ] 

                         = [ǮĽǢ ľ/ ǮĽ∼ Ǣľ] / [ǭĽǢ ľ/ǭĽ∼ Ǣľ]

이를 다시 (JC)에 사용하면 베이즈 인수 형태의 다음과 같은 새로운 

(JC)를 얻게 된다.

(JCBF)     ǮĽǥľ ŀ łƗǭĽǥǢ ľŁ ǭĽǥ ∼ ǢľŃōłƗǭĽǢ ľŁ ǭĽ∼ ǢľŃ

2. 베이즈 인수에 의한 성공 사례들 

서두에서 언급한 대로, 제프리의 조건화가 안게 되는 여러 문제들이 

그 동안 베이즈 인수의 도입에 의해 여러 방면으로 성공적으로 해결되

는 경험들을 하게 되었다. 그 주요한 사례들을 차례로 살펴보기로 하

자.

비교환성 문제의 해결. 여러 사람들이 제프리의 조건화가 단순히 경

험의 충격이 주어지는 순서의 변화에 따라 최종 신념도에 변화를 초래
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한다는 점에서 그 비교환성의 문제를 지적한 바 있다(Domotor 1980; 
Skyrms 1986/1990; van Fraassen 1989; Döring 1999 등). 하지만 서두

에서 언급한 대로, 무엇보다도 베이즈 인수의 도입은 이러한 문제를 

해결하는 데 매우 효과적임이 드러났다. 이를 앞서의 <표 1>과 관련된 

사례로 살펴보기로 하자. 먼저 함수 ǭ로부터 Ǯ로 나아가는 경우에 

(BF)의 식을 적용해 보면, ƗĽ∼ Ǣ ň∼ Ǣľ=(0.20/0.20)/(0.50/0.50)= 1, 
ƗĽǢ ň∼ Ǣľ = (0.80/0.20)/(0.50/0.50)=4이다. 유사하게 Ǯ로부터 ǯ로 나아

가는 경우에 (BF)를 적용해 보면, Ɨ�Ľ∼ Ǣ ň∼ Ǣľ =1, Ɨ�ĽǢ ň∼ Ǣľ=1/6이
다. 따라서 이를 (JCBF)의 식에 거듭 적용해 보면, ǯĽǥľ=
łƗƗ�ǭĽǥǢ ľŁ ǭĽǥ ∼ ǢľŃōłƗƗ�ǭĽǢ ľŁ ǭĽ∼ ǢľŃ=0.48이다. 이는 앞서 1절
에서 <표 1>과 관련해 제시한 예시에서의 ǯĽǥľ의 값과 일치한다. 그러

나 이제 1절에서와는 달리 위의 베이즈 인수를 이용하게 되면, 방금의 

ǯĽǥľ 식에서 쉽게 확인할 수 있듯, ƗƗ�의 순서가 바뀌어도 그 값에는 

변화가 없게 된다. 
물론 지금의 경우는 경험의 충격이 동일한 분할 집합 E에 대해 거

듭 적용되어 신념도 갱신이 이루어진 경우이다. 하지만 이는 또 다른 

분할 집합 F에 대해서도 마찬가지로 성립함을 쉽사리 확인할 수 있다. 
이를 위해 분할 집합 E를 {Ǣĭŋ ǢĮŋ ⋯ŋ Ǣǫ}로, F를 {ǣĭŋ ǣĮŋ ⋯ŋ ǣǫ}로 일

반화시키고, 베이즈 인수 Ɨ에 의해 함수 ǭ로부터 Ǯ로, 그리고 다시 새

로운 베이즈 인수 Ƙ에 의해 다시 함수 Ǯ로부터 ǯ로 나아갔다고 해 보

자. 그렇다면 위에서와 같은 논법으로 다음의 식을 얻을 수 있다.9) 

(2.1)     ǯĽǥľ=ǭƗŋƘ Ľǥľ=ŠǦŋǧƗǦƘǧǭĽǥǢǦǣǧľ/ ŠǦŋǧƗǦƘǧǭĽǢǦǣǧľ

이 식에서도 쉽게 확인할 수 있듯, 베이즈 인수 Ɨ와 Ƙ의 교환만으로는 

ǯĽǥľ의 값에 어떠한 변화도 일으키지 못한다. 즉 경험의 충격이 복수

의 분할 집합에 대해 차례로 적용되는 경우에도 일반적으로 교환성이 

성립함을 알 수 있다. 

 9) 이에 대한 증명은 어렵지 않다. 예컨대 Jeffrey (2001), p. 22에서 그러한 

증명을 찾아볼 수 있다.
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동시적 신념도 갱신의 문제 해결. 위의 두 경우는 나름대로 차이가 

있긴 하나, 그럼에도 불구하고 경험의 충격들이 동일한 분할 집합이나 

또 다른 분할 집합으로 차례로 연속하여 신념도 갱신을 초래한다는 점

에서 공통점을 지닌다. 이른바 ‘연속적’(successive) 신념도 갱신이라 

할 수 있다. 하지만 E와 F와 같이 복수의 서로 다른 분할 집합과 관련

해 이처럼 연속적인 대신에 어느 경험의 충격에 의해 그 집합 모두와 

관련해 동시에 신념도 갱신이 이루어지는 경우도 가능하다. 이른바 

‘동시적’(simultaneous) 신념도 갱신이라 할 수 있다. 하지만 단순히 

(JC)만으로는 이와 같은 동시적 신념도 갱신은 제대로 처리할 수 없다

는 문제 제기가 있어 왔다(Earman 1992, p. 51; Howson & Urbach 
1993, p. 110; Halpern 2003, p. 107 등).

물론 이와 같은 문제에 대해 가능성 있는 제안 중 하나는, 동시적 

신념도 갱신을 연속적 신념도 갱신의 하나로 보자는 것일 수 있다. 왜
냐하면 바로 위에서 보았듯 베이즈 인수를 사용한다면 서로 다른 분할 

함수와 관련해 차례로 신념도 갱신을 할 경우 그 갱신의 순서는 문제

가 되지 않기 때문이다. 그러나 동시적 신념도 갱신의 경우에는 이와 

같은 교환성의 요건 이외에도 중요한 또 하나의 요건을 고려하지 않으

면 안 된다. 즉 그처럼 순서에 관계없이 갱신이 이루어진다 할지라도, 
그 최종 결과가 Ǣ와 ǣ 각각에 대한 새로운 신념도 ǯĽǢ ľ[또는 ĊĽǢľ], 
ǯĽǣľ[또는 ĊĽǣľ]와 각각 일치해야만 한다는 것이다. 분할 집합 E와 F
와 관련해 ‘동시에’ 경험의 충격으로 신념도가 바뀔 경우에는 처음의 

신념도 함수 ǭ로부터 바로 최종 신념도 함수 ǯ(또는 Ċ)로 나아간 것

으로 이해할 수 있기 때문이다. 따라서 동시적 신념도 갱신을 연속적 

신념도 갱신의 하나로 볼 수 있기 위해서는 Ǣ와 ǣ에 대해 후자의 과

정을 거친 신념도 갱신의 결과가 Ǣ와 ǣ 각각에 대한 직접적 신념도 

변화의 결과와 일치해야만 하는 것이다. 하지만 불행히도 아주 특수한 

경우 이외에는 이와 같은 두 번째 요건이 일반적으로 충족될 수 없음

이 밝혀졌다.10) 즉 문제의 요건은 처음의 신념도 함수 ǭ와 관련해 Ǣ와 

10) Diaconis & Zabell (1982). 물론 이들은 일차적으로 (JC)에 대해 이와 같은 

점을 보였으나, 이는 (JCBF)에 대해서도 쉽사리 보일 수 있다.
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ǣ가 서로 확률적으로 독립적(probabilistically independent)일 경우에만 

보장할 수 있을 따름이다. 그러므로 사실상 이러한 확률적 독립성이 

유지되지 않는 경우에는 해당 요건이 충족되지 않는 사례도 쉽사리 발

견할 수 있다.
그러나 이와 같은 문제에 대해 박일호는 문제의 요건을 충족시키면

서 새로이 베이즈 인수를 결정하는 방법을 제시함으로써 새로운 돌파

구를 마련한 바 있다(Park 2013). 그의 제안의 핵심은 다음과 같이 요

약할 수 있다. 이제 어느 경험에 의해 증거 명제 Ǣ와 ǣ에 대한 우리의 

신념도가 동시에 변화하여, 처음 ǭĽǢ ľ로부터 ǯĽǢ ľ로, 그리고 ǭĽǣ ľ로부

터 ǯĽǣ ľ로 변화했다고 해 보자. 그렇다면 이러한 ǯĽǢ ľ와 ǯĽǣľ는 각기 

처음 ǭĽǢ ľ와 ǭĽǣ ľ로부터 연속적으로 어떤 갱신의 과정을 거쳐 오든 그 

과정이 궁극적으로 만족시켜야만 하는 제약 조건이 되고, 따라서 다음

의 두 식이 성립해야만 한다.

(2.2)     ǭýþ ĽǢ ľ = ǭþý ĽǢ ľ = ǯĽǢ ľ,  ǭýþ Ľǣľ= ǭþý Ľǣ ľ= ǯĽǣľ

여기서 ‘ǭýþ’는 처음 신념도 함수 ǭ로부터 연속적으로 (JC)에 의해 분

할 집합 E와 F와 관련해 그러한 순서로 차례로 갱신이 이루어졌음을 

보이고, 이하의 기호들 역시 각기 이와 유사한 의미를 나타낸다. 이 경

우 ǭýþ ĽǢ ľ = ǭþý ĽǢ ľ와 ǭýþ Ľǣ ľ= ǭþý Ľǣľ가 가능함은 이미 알고 있다. 

왜냐하면 베이즈 인수를 사용할 경우, 이와 같은 교환성이 성립함을 

위의 식 (2.1)을 통해 쉽사리 확인 가능하기 때문이다. 지금 우리의 사

례에 식 (2.1)을 적용하면 다음과 같이 될 것이다.

(2.3)   ǭýþ Ľǥľ= ǭþý Ľǥľ=
ƗƘǭĽǢǣľŁƗǭĽǢ∼ǣľŁƘǭĽ∼ǢǣľŁǭĽ∼Ǣ∼ǣľ

ƗƘǭĽǥǢǣľŁƗǭĽǥǢ ∼ǣľŁƘǭĽǥ∼ǢǣľŁǭĽǥ∼Ǣ∼ǣľ

여기서 보듯, 베이즈 인수 Ɨ와 Ƙ의 교환만으로는 ǭýþ Ľǥľ와 ǭþý Ľǥľ의 

값에 아무런 변화도 초래되지 않는다. 하지만 문제는 이로써 위의 요

건 (2.2)를 만족시킬 수 있느냐는 점이다. 만일 Ǣ와 ǣ가 확률적으로 독
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립적이어서 ǭĽǢǣ ľ=ǭĽǢ ľǭĽǣ ľ라면, 식 (2.3)에 의해 ǭýþ ĽǢ ľ나 ǭþý ĽǢ ľ로

부터 ǭýþ ĽǢ ľ=ǭþý ĽǢ ľ=ǯĽǢ ľ를 이끌어 내는 일은 어렵지 않을 것이다(이

는 ǣ에 대해서도 마찬가지이다). 하지만 이와 같은 조건이 성립되지 

않는 경우라면 어떻게 할 것인가? 바로 이때 박일호는 오히려 ǭýþ ĽǢ ľ

=Ǟ, ǭýþ Ľǣ ľ=ǟ로 두고, 이때의 연립 방정식을 풀어, 이로써 주어지는 

Ɨ와 Ƙ의 값을 적절한 새 베이즈 인수로 설정할 것을 제안한 것이다. 
이것이 가능한 것은, 위의 식 (2.3)에서 ǥ 대신 각기 Ǣ와 ǣ를 대입해 

다음과 같은 식들을 얻을 수 있고, 이들의 연립 방정식이 하나의 해를 

가질 수 있기 때문이다.

(2.4)     Ǟ=ǭýþ ĽǢ ľ=
ƗƘǭĽǢǣľŁƗǭĽǢ ∼ǣľŁƘǭĽ∼ǢǣľŁǭĽ∼Ǣ∼ǣľ

ƗƘǭĽǢǣľŁƗǭĽǢ∼ǣľ ,

         ǟ=ǭýþ Ľǣ ľ=
ƗƘǭĽǢǣľŁƗǭĽǢ ∼ǣľŁƘǭĽ∼ǢǣľŁǭĽ∼Ǣ∼ǣľ

ƗƘǭĽǢǣľŁƗǭĽ∼Ǣǣľ .

부분적 신념도 갱신의 문제 해결. 신념도 갱신에서 이처럼 베이즈 

인수가 등장하는 연립 방정식을 이용해 문제를 해결하는 전략이 효과

를 발휘하는 또 다른 경우는 이른바 ‘부분적’(partial) 신념도 갱신의 

경우이다. 어떤 경험의 충격이 증거 명제들에 대한 신념도에 영향을 

미칠 경우, 우리는 그와 관련된 ‘모든’ 신념도 역시 변화되리라 기대할

지 모른다. 하지만 과학의 실제에 있어 보면, 이와 같은 일이 언제나 

발생하는 것도 아니며, 또한 그것이 바람직하지 않은 경우도 많다. 예
컨대 천왕성의 궤도에 관한 관찰 결과가 뉴턴의 가설에서 예측하는 바

와 달랐다 할지라도 다른 경험적 증거에 기반해 그의 가설에 대한 신

념도를 고수하는 경우가 그것이다. 하지만 이러한 경우라면, (JC)가 제

대로 적용될 수 없다는 지적이 있어 왔다(Levi 1967; Bradley 2005). 
그럼에도 불구하고 박일호는 이와 같은 경우 역시 동시적 신념도 갱신

의 경우에서와 유사하게 연속적 신념도 갱신과 관련한 연립 방정식의 

해법으로 처리될 수 있음을 훌륭하게 보이고 있다(박일호 2013).
이를 위해 다음과 같은 사례를 생각해 보기로 하자. 분할 집합 E와 

관련해, 어떤 사람의 처음 신념도 함수 ǭ에 따라 ǭĽǢ ľ=1/3, ǭĽ∼ Ǣľ
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ǭ ǣ ∼ǣ 합 Ǡ ǣ ∼ǣ 합 ǯ ǣ ∼ǣ 합

Ǣ 1/4 1/12 1/3 Ǣ ? ? ? Ǣ ? ? 1/4
∼Ǣ 1/4 5/12 2/3 ∼Ǣ ? ? ? ∼Ǣ ? ? 3/4
합 1/2 1/2 1.00 합 ? ? 1.00 합 1/2 1/2 1.00

<표 2-1> <표 2-2> <표 2-3>

=2/3라고 해 보자. 그리고 분할 집합 F와 관련해서는 ǭĽǣ ľ=1/2, 
ǭĽ∼ ǣľ=1/2라고 해 보자. 또한 ǭĽǣōǢ ľ=3/4, ǭĽǣō ∼ Ǣľ=3/8이다.11) 
따라서 이 결과를 표로 나타내면, 아래의 <표 2-1>과 같다.

그런데 이제 경험의 충격에 의해 그녀의 새로운 신념도 함수 ǯ이 

형성되고, 이에 따라 우선 명제 Ǣ에 대한 그녀의 신념도가 ǯĽǢ ľ=1/4이 

되었다고 해 보자. 즉 경험의 충격에 의해 Ǣ에 대한 그녀의 신념도가 

갱신된 것이다. 그렇다면 이 경우 ǣ에 대한 그녀의 신념도 ǯĽǣľ는 어

떻게 될 것인가? 물론 이때 경험의 충격이 Ǣ뿐 아니라 ǣ에 대한 신념

도에도 동시에 영향을 미쳤다면, 이는 앞서의 동시적 신념도 갱신의 

경우에 해당될 것이다. 하지만 이번에는 경험의 충격이 오로지 Ǣ에 대

한(그리하여 또한 ∼ Ǣ에 대한) 신념도에만 직접적인 영향을 미쳤다고 

해 보자. 이렇게 되면 언뜻 ǣ나 ∼ ǣ에 대한 그녀의 신념도에는 아무

런 변화가 없다고 생각할지 모른다. 하지만 (JC)에 따르면 이에 대한 

그녀의 신념도에도 역시 변화가 초래되어야만 한다. 왜냐하면 직접적

으로는 아닐지 몰라도, 만일 Ǣ와 ǣ가 확률적으로 독립적이지 않다면, 
즉 ǣ에 대한 신념도가 Ǣ에 대한 신념도와 관련이 있다면, 오히려 직접

적으로는 아닐지 몰라도 간접적으로나마 ǣ에 대한 신념도 역시 Ǣ에 

대한 신념도의 변화에 따라 변화할 수 있기 때문이다. 사실상 (JC)는 

이러한 기대에 잘 부응해, 경험의 충격에 의해 직접적으로 변화되는 

신념과 관련되는 ‘모든’ 신념도가 바뀌도록 조절해 주고 있다.12) 그러

므로 박일호는 이와 같은 신념도의 갱신에 대해 ‘전체적’(total)이란 명

11) 이는 브래들리의 원래 예를 박일호가 수정한 것으로, 여기서는 다시 우리

의 사정에 맞게 수정하였다.
12) 이에 대한 증명은 박일호 (2013), pp. 40-41에서 찾아볼 수 있다.
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칭을 부여하고 있다. 하지만 신념도의 갱신이 언제나 이처럼 전체적으

로만 이루어질 필연적인 이유도 없으며, 또한 실제적으로도 그러하지 

않은 경우도 있을 수 있다. 앞서 언급한 과학사의 한 사례가 그것이다. 
이 경우에는 예컨대 천왕성의 궤도에 관한 관찰의 결과 Ǣ에 대한 신념

도 ǭĽǢ ľ가 ǯĽǢ ľ ǭĽǢ ľ로 변화했음에도 불구하고, 그러한 Ǣ를 원소로 

하는 분할 집합 E와 확률적으로 독립적이지 않은(즉 E의 각 원소와 

확률적으로 독립적이지 않은) 명제 ǣ, 예컨대 뉴턴 역학에 관한 명제

의 신념도는 변화하지 않은 것으로 볼 수 있다. 곧 ǯĽǣ ľ=ǭĽǣľ인 것이

다. 박일호는 바로 이와 같은 경우의 신념도 갱신에 대해 ‘부분적’이라

는 명칭을 부여한 셈이다.
그렇다면 이제 위의 <표 2-1>과 관련한 사례를 이러한 관점에서 다

시 보기로 하자. 이 경우 ǭĽǣōǢ ľ=3/4 1/2=ǭĽǣ ľ이고, ǭĽǣō ∼ Ǣľ=3/8
1/2=ǭĽǣ ľ이어서, ǣ는 E와 확률적으로 독립적이지 않고, 따라서 ǣ에 

대한 신념도는 Ǣ에 대한 신념도와 관련이 있다. 그럼에도 불구하고 예

의 행위자가 ǣ에 대한 처음의 신념도를 고집하여 ǯĽǣľ=ǭĽǣ ľ=1/2이라

고 해 보자. 즉 여기서 부분적 신념도 갱신이 이루어졌다고 가정해 보

자. 이러한 가정을 나타낸 것이 위의 <표 2-3>이다. 그러나 이와 같은 

가정은 앞서 지적한 대로 (JC)와는 충돌한다. 그렇다면 우리는 양자 

중 어느 하나를 포기해야 할까? 이에 대해 박일호는 다음과 같은 대안

을 제시하고 있다. 즉 신념도 함수 ǭ로부터 ǯ로 나아가는 과정에 하나

의 중간적인 신념도 함수 Ǡ를 가정하자는 것이다. 그리고 이제 처음에 

ǭ로부터 Ǡ로, 그리고 다시 Ǡ로부터 ǯ로 나아가는 하나의 연속적인 신

념도 갱신의 과정을 상정한다면, 이로써 부분적 신념도 갱신의 문제를 

해결할 수 있다는 것이다. 단, 이때 중요한 점은 (JC) 대신 (JCBF)를 

사용해야 한다는 점이다.13) 왜냐하면 지금의 상황을 연속적 신념도 갱

신의 과정으로 보아 문제를 해결하기 위해서는 그 과정을 곧 앞서의 

동시적 신념도 갱신의 한 과정으로 보아야만 하고, 이를 위해서는 (JC) 

13) 박일호 (2013)은 이와 같은 사실에 대해 충분히 강조하고 있지 못한 것으

로 보인다. 하지만 지금의 나의 관심사와 관련해서는 이러한 점은 대단히 

중요하다.
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대신 (JCBF)의 사용이 필수적이기 때문이다.
만일 사정이 이와 같다면, 이제 문제는 가상의 Ǡ를 결정해 주는 일

이나, 이는 위의 <표 2-2>에서 보듯, 직접적으로 결정될 수 있는 것이 

아니다. ǠĽǢ ľ와 ǯĽǢ ľ이 값이 결정되지 않은 탓에 ǭ로부터 Ǡ로 나아갈 

때와 Ǡ로부터 ǯ로 나아갈 때 각각의 베이즈 인수 Ɨ와 Ƙ를 구할 수 없

기 때문이다. 그럼에도 불구하고 이 경우 <표 2-3>에 나타나 있듯 

ǯĽǢ ľ와 ǯĽǣ ľ의 값은 이미 알려져 있고, 이를 이용한 연립 방정식을 푼

다면 문제의 베이즈 인수들을 구할 수 있다. 즉 위에서의 식 (2.4)에서

처럼 다음과 같은 연립 방정식의 해를 얻는다면, 우리는 필요한 베이

즈 인수들을 얻어, 부분적 신념도 갱신의 문제를 해결할 수 있는 것이

다.

(2.5)     1/4=ǯĽǢ ľ=
ƗƘǭĽǢǣľŁƗǭĽǢ∼ǣľŁƘǭĽ∼ǢǣľŁǭĽ∼Ǣ∼ǣľ

ƗƘǭĽǢǣľŁƗǭĽǢ∼ǣľ , 

         1/2=ǯĽǣ ľ=ǭĽǣ ľ=
ƗƘǭĽǢǣľŁƗǭĽǢ∼ǣľŁƘǭĽ∼ǢǣľŁǭĽ∼Ǣ∼ǣľ

ƗƘǭĽǢǣľŁƗǭĽ∼Ǣǣľ .

오래된 증거의 문제 해결. 글리무어가 처음 ‘오래된 증거의 문

제’(problem of old evidence)를 제기한 이래(Glymour 1980) 이 문제

는 베이즈주의에 가장 큰 위협 중의 하나로 여겨져 왔다. 물론 이에 

대해서는 여타의 해결 시도들도 존재하기는 하나,14) 여기서는 베이즈 

인수를 이용한 해법을 고려해 보기로 하자. 
실제 과학사에서 오래된 증거의 문제로 널리 알려진 예는 수성의 근

일점(近日點) 이동과 아인슈타인의 일반 상대성 이론과의 관계 사례이

다. 수성의 궤도에서 태양에 가장 가까이 다가가는 지점인 근일점이 

이동한다는 사실은 이미 19세기 중반부터 잘 알려져 있었으나, 그것을 

제대로 설명할 수 있게 된 것은 아인슈타인에 와서일 뿐이다. 이 점에

서 수성의 근일점 이동 사례는 아인슈타인의 가설에 대해 좋은 입증 

사례일 수 있으나, 전통적인 베이즈주의적 장치로서는 이를 제대로 처

14) 예컨대 Garber (1983). 하지만 이에 대한 비판과 관련 논의를 위해서는 

Earman (1992), ch. 5 참조.
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ǲǯ ǥ ∼ǥ 합 Ĉ ǥ ∼ǥ 합 ĉ ǥ ∼ǥ 합

Ǣ Ǟ Ǡ ǞŁǠ Ǣ ǞŁǟ Ǡ 1.00 Ǣ ĽǞŁǟľōĽǞŁǟŁǠľ ǠōĽǞŁǟŁǠľ 1.00
∼Ǣ ǟ ǡ ǟŁǡ ∼Ǣ 0 ǡ 0.00 ∼Ǣ 0 0 0.00
합 ǞŁǟ ǠŁǡ 1.00 합 ǞŁǟ ǠŁǡ 1.00 합 ĽǞŁǟľōĽǞŁǟŁǠľ ǠōĽǞŁǟŁǠľ 1.00

<표 3-1> <표 3-2> <표 3-3>

리하기 어려웠다. 왜냐하면 제1절에서의 (BC)에 따르면, ǥ가 Ǣ를 논리

적으로 함축하고, 증거 Ǣ가 이미 확실한 것으로 알려져 ǭĽǢ ľ=1이 되

는 한, ǮĽǥľ=ǭĽǥōǢ ľ=ǭĽǥľ이 되어, 그러한 증거가 문제의 가설을 입증

함을 확률적으로 보여 주기 어려운 것이다. 하지만 제프리는 이와 같

은 문제를 해결하는 새로운 해법을 제시한 바 있다.
오래된 증거의 문제를 베이즈주의식으로 처리하기 어려운 핵심적인 

이유는 물론 ǭĽǢ ľ=1이 된다는 점에 놓여 있다. 이는 그것을 설명해 

주는 가설 ǥ가 도입되어 예측되기 ‘이전에’ 이미 결정된 것이다. 하지

만 이 대목에서 제프리는 한 걸음 더 나아가, 그와 같은 Ǣ의 참이 알

려지고 또한 그것이 ǥ와 갖는 논리적 관계가 알려지기 이전의 좀더 원

초적인 상태를 가정하고, 이때의 신념도 함수를 ‘ǲǯ’로 설정하였다. 이
렇게 되면, 처음 ǲǯ의 함수로부터 시작하여, 오래된 증거가 등장한 상

태에서의 신념도 함수 ǭ, 그리고 그러한 증거를 설명해 주는 가설이 

등장한 상태에서의 신념도 함수 Ǯ로의 갱신이 이루어지는 과정을 생각

해 볼 수 있는 것이다. 그렇다면 이는 처음에는 경험에 의한 갱신, 다
음에는 이론적 설명에 의한 갱신의 과정을 거치는 연속적 신념도 갱신

에 해당한다. 
이제 이와 같은 과정을 해명하기 위해, 실제 역사적인 과정과는 달

리, 처음 ǲǯ로부터 시작해, 먼저 이론적 설명 방식으로 ǥ가 Ǣ를 예측

할 때 신념도 갱신이, 그리고 그 후 관찰적 경험에 의해 신념도 갱신

이 이루어진다고 가정하고, 이때의 새로운 신념도 함수들을 차례로 Ĉ, 
ĉ라 해 보자. 그렇다면 이 과정을 다음의 표들로 정리해 볼 수 있

다.15)

15) 여기서의 표는 Jeffrey (2004), p. 45의 그림을 우리의 맥락에 맞게 수정한 

것이다.
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ǲǯ ǥ ∼ǥ 합 ǭ ǥ ∼ǥ 합 Ǯ ǥ ∼ǥ 합

Ǣ Ǟ Ǡ ǞŁǠ Ǣ ǞōĽǞŁǠľ ǠōĽǞŁǠľ 1.00 Ǣ ĽǞŁǟľōĽǞŁǟŁǠľ ǠōĽǞŁǟŁǠľ 1.00

∼Ǣ ǟ ǡ ǟŁǡ ∼Ǣ 0 0 0.00 ∼Ǣ 0 0 0.00

합 ǞŁǟ ǠŁǡ 1.00 합 ǞōĽǞŁǠľ ǠōĽǞŁǠľ 1.00 합 ĽǞŁǟľōĽǞŁǟŁǠľ ǠōĽǞŁǟŁǠľ 1.00

<표 4-1> <표 4-2> <표 4-3>

우선 <표 3-1>로부터 <표 3-2>와 같이 나아가는 데 있어서는 몇 가지 

가정이 필요하다. 이 경우 만일 가설 ǥ가 증거 Ǣ를 논리적으로 함축한

다는 점 이외에 ǥ와 Ǣ 사이의 관계에 관해 새로운 어떠한 것도 별도

로 알려지지 않는다고 볼 수 있다면, ĈĽǢōǥľ=1, ĈĽǢō ∼ ǥľ=
ǲǯĽǢō ∼ ǥľ, ĈĽǥľ=ǲǯĽǥľ을 가정하는 일은 합리적이다.16) 이를 모두 

만족시키는 확률값들을 제시한 것이 바로 위의 <표 3-2>이다(이 경우 

ĈĽǥ ∼ Ǣľ=0임에 주의). 다음으로, 관찰에 의해 ĉĽǢľ =1(즉 ĉĽ∼ Ǣľ

=0)임이 확인되고 나면, <표 3-3>과 같은 확률값들에 이르게 된다. 
그런데 이제 위와 같은 신념도 갱신의 순서를 바꿔, 처음 ǲǯ로부터 

시작해, 먼저 관찰적 경험에 의해 신념도 갱신이, 그리고 그 후 이론적 

설명 방식으로 ǥ가 Ǣ를 설명할 때 신념도 갱신이 이루어진다고 가정

하고, 이때의 새로운 신념도 함수들을 차례로 ǭ, Ǯ라 해 보자. 이 경우 

만일 신념도 갱신의 순서에 관계없이 그 최종적인 갱신의 결과가 같아

질 수 있다면, 이 과정은 다음의 표들로 정리해 볼 수 있다.

처음 <표 4-1>로부터 <표 4-2>로의 변화는 증거 명제 Ǣ에 대한 확신

을 반영한 것이다. 그리고 <표 4-2>로부터 <표 4-3>으로의 변화는 그

와 같은 Ǣ에 대해 이루어진 새로운 설명을 반영한 새 신념도로의 변화

를 보여 준다. 물론 이때의 변화야말로 실제 역사적인, 오래된 증거의 

문제 상황을 반영하는 셈이다. 그렇다면 이 경우 문제 해결의 핵심은 

이로써 ǮĽǥľ=ĽǞŁ ǟľ/ĽǞŁ ǟ Ł Ǡľ >Ǟ/ĽǞŁ Ǡľ=ǭĽǥľ일 수 있느냐 하는 점

16) 이러한 가정들은 Jeffrey (1991), p. 104에 제시된 것 대신에 좀더 알기 쉬

운 것으로 그와 동치인 와그너의 식들을 반영한 것이다(Wager 1997, p. 
680).
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이다.
이를 위해 제프리는 가설 ǥ와 관련해 ǭ로부터 Ǯ로 나아갈 때의 베

이즈 인수를 고려한다. 즉 ƗĽǥ ň∼ ǥľ=[ǮĽǥľ/ǮĽ∼ ǥľ]/[ǭĽǥľ/ǭĽ∼ ǥľ] 
=[ĽǞŁ ǟľ/Ǡ]/[Ǟ/Ǡ]=1+[ǲǯĽ∼ Ǣōǥľ/ǲǯĽǢōǥľ]이다. 이 경우 만일 한 가

지 그럴 법한 가정으로, ǲǯ의 상황에서 ǥ가 Ǣ와 확률적으로 독립적임

을 가정한다면, ƗĽǥ ň∼ ǥľ=1+[ǲǯĽ∼ Ǣľ/ǲǯĽǢ ľ]를 얻게 된다. 이때 증

거 Ǣ는 구체적으로 수성의 근일점이 1세기에 43초 이동한다는 사실을 

나타내며, ∼ Ǣ는 문제의 43초 이외의 수많은 가능한 이동 사실에 관

한 명제의 선언, 즉 예컨대 Ǣİĭ ǢİĮ Ǣİİ Ǣİı 와 같은 것을 나타

낸다. 그러므로 이 경우, 그 명제들 가운데 어느 하나를 특별히 선호할 

만한 이유가 없는 한, 베이즈 인수 ƗĽǥ ň∼ ǥľ가 1보다 매우 크다는 것

이 분명하다. 그런데 ƗĽǥ ň∼ ǥľ=[ǮĽǥľ/ǮĽ∼ ǥľ]/[ǭĽǥľ/ǭĽ∼ ǥľ ] >1인 경

우 그리고 오직 그 경우에만 ǮĽǥľ>ǭĽǥľ이다. 이로써 오래된 증거는 

문제는 해결된 것으로 보인다.
하지만 위에서 설명한 과정이 진정으로 하나의 해결이 되기 위해서

는 중요한 점이 한 가지 더 해명될 필요가 있다. 위의 해법에서 중요

한 관건은, ǲǯ ǭ Ǯ의 과정이 낳는 확률적 결과가 ǲǯ Ĉ ĉ의 

과정이 낳는 결과와 동일해야 한다는 점이다. 그러나 이것을 어떻게 

보장할 것인가? 이에 대한 한 가지 유력한 대안은, 지금까지의 논의를 

통해 쉽사리 짐작할 수 있듯, 베이즈 인수를 활용하는 일이다. 그것이

야말로 신념도 갱신의 순서에 무관하게 동일한 결과를 보여 주기 때문

이다. 위에서 ǮĽǥľ>ǭĽǥľ임을 보이기 위해 제프리가 이용한 베이즈 인

수는 가설 ǥ에 대한 것이었다. 하지만 위의 서로 다른 두 갱신의 과정

을 해명하기 위해서는 경험에 근거한 갱신과 설명에 의한 갱신에 일관

적으로 적용될 수 있는 베이즈 인수를 제시할 수 있어야만 한다. 물론 

단순히 위의 표들에 대해 베이즈 인수들을 구해 보면, 그것들이 서로 

동일함을 알게 되나, 그 값들이 이 됨을 확인하게 된다. 이는 ∼ Ǣ에 

대한 확률값들이 0이 되기 때문이다. 이는 역사적인 에피소드를 단순

화시켜 해명하는 과정에서 나올 법한 값이긴 하나, 앞서 원초적 확률

주의의 관점에서 보자면 ∼ Ǣ에 대한 확률들을 0으로 두는 일은 부적
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절하다. 따라서 이러한 관점에 따르면, Ǣ에 대한 확률 역시 1이 되기

보다는 1에 가까운 값으로 보는 것이 적절하다. 이와 같은 견지에서, 
오래된 증거의 문제에 대한 제프리의 해법을 좀더 일반화시킨 사람이 

와그너이다. 즉 그는 증거 Ǣ에 대해 그것이 확실하기보다 높은 확률을 

갖고, 가설 ǥ와 Ǣ 사이의 관계 역시 논리적 함축 관계이기보다는 높은 

확률적 관계라는 관점에서 오래된 증거의 문제를 제프리식으로 해결하

고자 시도하였다(Wagner 1997; 1999; 2001; 2003).
와그너의 시도에서 핵심적인 원리는 이른바 ‘일양성 원리’ 

(Uniformity Principle)에 놓여 있다. 즉 귀납적인 학습의 과정에서 동

일한 학습의 결과는 동일한 신구(新舊) 오즈의 비(identical ratio of 
new-to-old odds)에 반영되어야만 한다는 것이다. 여기서 ‘오즈’란 어

느 두 명제 각각에 대한 확률의 비로, 결국 ‘오즈의 비’란 형식상 앞서 

제시한 베이즈 인수의 식 (BF)와 다름없다. 이제 이와 같은 원리에 따

라 경험과 설명이라는 두 계기에 따라 이루어지는 갱신의 과정에서 관

련된 베이즈 인수들이 어떻게 서로 동일해질 수 있는가를 살펴보기로 

하자.
우선 <표 3-1>이나 <표 4-1>에서 보듯, 명제 Ǣ와 ǥ에 의해 이루어

지는 분할 집합 A={ǥǢ , ǥ ∼ Ǣ , ∼ ǥǢ , ∼ ǥ ∼ Ǣ}를 설정해 보기로 

하자. 이 경우 집합 A의 어느 두 원소 ùĭ과 ùĮ에 대해 위의 ǭ Ǯ에 

관한 베이즈 인수 Ɨǭ
Ǯ Ľùĭ ň ùĮ ľ와, ǲǯ Ĉ에 관한 베이즈 인수 

Ɨǲǯ
Ĉ Ľùĭ ň ùĮ ľ가 서로 동일할 수 있는 조건, 즉 Ɨǭ

Ǯ Ľùĭ ň ùĮ ľ=

Ɨǲǯ
Ĉ Ľùĭ ň ùĮ ľ이 될 수 있는 조건은 다음과 같은 비례식에 놓여 있

다.17)

(2.6)     ǮĽù ľ ∝ ǭĽù ľĈĽù ľ /ǲǯĽù ľ , ∀ù A

그런데 앞서 제프리의 예에서 설명에 의해 이루어지는 신념도 갱신시 

제시되었던 가정 중 하나인 ĈĽǥľ=ǲǯĽǥľ은 나머지 가정들과 더불어 

17) 이에 대한 증명은 Wagner (1997), p. 683 참조.
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위의 (2.6)의 한 특수한 경우임이 드러난다.18) 그러므로 설명에 의해 

신념도 갱신이 이루어지는 경우, 이와 같은 조건들을 따르는 한, 

Ɨǭ
Ǯ Ľùĭ ň ùĮ ľ=Ɨǲǯ

Ĉ Ľùĭ ň ùĮ ľ라 할 수 있다.

다른 한편, 집합 E의 어느 두 원소 Ǣ와 ∼ Ǣ에 대해 위의 Ĉ ĉ에 

관한 베이즈 인수 ƗĈ
ĉ ĽǢ ň∼ Ǣľ와, ǲǯ ǭ에 관한 베이즈 인수 

Ɨǲǯ
ǭ ĽǢ ň∼ Ǣľ를 서로 비교해 보기로 하자. 이는 경험에 의해 신념도 갱

신이 이루어지는 경우를 보여 주고 있다. 그런데 이 역시 위의 식 

(2.6)을 이용하면 서로 동일함, 즉 ƗĈ
ĉ ĽǢ ň∼ Ǣľ=Ɨǲǯ

ǭ ĽǢ ň∼ Ǣľ을 밝힐 수 

있다. 이 과정은 이후 베이즈 인수 자체에 관한 우리의 관심사와 관련

해 중요하므로, 좀더 상세히 밝혀 보기로 하자. 먼저 우리는 ƗĈ
ĉ ĽǢ ň∼ Ǣľ

에 대해 다음의 결과를 얻을 수 있다.19)

(2.7)   ƗĈ
ĉ ĽǢ ň∼ Ǣľ=ŦĉĽ∼Ǣľ

ĉĽǢľ /ŦĈĽ∼Ǣľ

ĈĽǢľ =[ŦĉĽǥ∼ǢľŁĉĽ∼ǥ∼Ǣľ

ĉĽǥǢľŁĉĽ∼ǥǢľ ]/ŦĈĽ∼Ǣľ

ĈĽǢľ

                 =
ŦǲǯĽǥ∼Ǣľ

ǭĽǥ∼ǢľĈĽǥ∼Ǣľ
ŁŦǲǯĽ∼ǥ∼Ǣľ

ǭĽ∼ǥ∼ǢľĈĽ∼ǥ∼Ǣľ

ŦǲǯĽǥǢľ

ǭĽǥǢľĈĽǥǢľ
ŁŦǲǯĽ∼ǥǢľ

ǭĽ∼ǥǢľĈĽ∼ǥǢľ

/ŦĈĽ∼Ǣľ

ĈĽǢľ

   =Ŧ
ŦǲǯĽǥ∼Ǣľ

ǭĽǥ∼Ǣľ

ŦǲǯĽǥǢľ

ǭĽǥǢľ

 

그리고 Ɨǲǯ
ǭ ĽǢ ň∼ Ǣľ에 대해서도 유사한 과정을 거치면 동일한 결과를 

18) 이를 위해서는 Wagner (1997), pp. 680-83 참조.
19) 이 과정에서는 위의 식 (2.6) 이외에 또한 제프리의 확률 동학에 있어 이른

바 ‘고정성’(rigidity)에 의존하고 있다. 앞서의 (JC)를 따르게 되면, 우리는 

역시 ǮĽǥōǢľ=ǭĽǥōǢľ, ǮĽǥō∼Ǣľ=ǭĽǥō∼Ǣľ임을 가정해야만 한다. 사실 (JC)와 

지금의 고정성이 서로 논리적 동치임은 확률 법칙에 의해 쉽사리 증명할 

수 있다(Jeffrey 2004, p. 54 참조). 만일 이와 같은 고정성이 성립한다면, 
지금의 식에서 ǭĽǥǢľōǭĽ∼ǥǢľ =ǲǯĽǥǢľōǲǯĽ∼ǥǢľ, ǭĽǥ∼ǢľōǭĽ∼ǥ ∼Ǣľ  = 
ǲǯĽǥ∼ǢľōǲǯĽ∼ǥ∼Ǣľ 의 관계를 이용할 수 있다.
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얻게 된다. 따라서 경험에 의해 신념도 갱신이 이루어지는 경우에도 

ƗĈ
ĉ ĽǢ ň∼ Ǣľ=Ɨǲǯ

ǭ ĽǢ ň∼ Ǣľ임을 알게 된다.

이렇게 된다면, 결국 오래된 증거의 문제에 대해 베이즈 인수들을 

활용하는 경우, 설명에 의한 신념도 갱신의 때와 경험에 의한 신념도 

갱신의 때 각각의 베이즈 인수들이 동일한 한, 그 순서가 어떻게 바뀌

든 그 최종 결과는 동일해진다고 말할 수 있다. 이때 신념도 갱신의 

교환성이 성립함은 물론이다. 오래된 증거의 문제에 대한 이와 같은 

해법에 있어,20) 베이즈 인수가 중요한 역할을 했음은 물론, 가상의 신

념도 함수를 설정한 점이 앞서 부분적 신념도 갱신의 해법에서와 마찬

가지 전략이었음은 주목할 만하다.

반영 원리의 문제 해결. 신념도 갱신이 이루어지는 계기는 단지 경

험의 직접적인 충격이나 새로운 이론적 설명뿐만이 아니다. 반 프라센

이 제안했듯(van Fraassen 1984), 어느 시점보다 미래의 시점에 우리가 

갖게 될 것으로 예상되는 신념도에 의해서도 갱신이 가능하다. 이때 

그 신념도에 대한 우리의 신념도는 어느 한 신념도에 의한 신념도이므

로, 이른바 ‘고차적’(higher-order) 신념도라 할 수 있다. 그러므로 예컨

대 어느 시점 Ǳ보다 이후의 한 시점 Ǳ Ł Ǟ(Ǟ ŏ Ķ)에서 어느 한 사람이 

신념도 함수 ǭǱ Ł Ǟ를 갖게 될 것으로 예상되는 경우, 시점 Ǳ에서 그녀

의 신념도 함수를 ǭǱ , 시점 Ǳ Ł Ǟ에서 그녀가 신념도 함수 ǭǱ Ł Ǟ를 갖

는다는 명제를 ĊǱ Ł Ǟ라 하면, 임의의 가설 ǥ에 대해 다음과 같은 등식

이 성립한다.

20) 이와 관련해 한 심사 위원은 이러한 식으로 오래된 증거의 문제를 해결하

는 일은 “추리의 역사성을 벗어난다는 점에서 ‘논리적 재구성’으로서의 성

격을 갖고” 있을 뿐이라 지적한 바 있다. 일면 일리 있는 지적이라 생각한

다. 하지만 본 논문의 의도는 이를 문제삼기보다 일단 그것을 수용한 상태

에서 그 성공의 요인들을 찾아보는 데 있다. 이하의 논의도 마찬가지이다. 
어쩌면 그와 같은 문제들에 대한 본격적인 논의는 이러한 작업 후에 이루

어질 수 있을지 모른다.



베이즈 인수는 왜 그토록 효과적인가 43

(RP)  임의의 ǥ와 실수 Ǟ(>0)에 대해, ǭǱ ĽĊǱ Ł Ǟľ>0인 경우, 

ǭǱ ĽǥōĊǱ Ł Ǟľ=ǭǱ Ł ǞĽǥľ이다. 

반 프라센의 명명에 따라 흔히 ‘반영 원리’(Reflection Principle)라 부

르는 이와 같은 원리는 전통적인 신념도 갱신의 규칙인 (BC)와 잘 어

울릴 수 있는 것으로 알려져 있다.21) 하지만 박일호는 위와 같은 (RP) 
형태 그대로의 반영 원리는 제프리의 (JC)와는 충돌함을 새로이 지적

하고, 그러한 충돌을 피할 수 있는 방안을 제시한 바 있다(Park 2012).
박일호의 관점에서, 문제의 충돌이 발생하는 까닭은, 반영 원리에 

따라 신념도 갱신이 이루어지는 과정에서 어떤 경험에 의한 중복 결정

(overdetermination) 때문이다. 즉 어떤 경험의 충격이 중간 단계의 신

념도 함수에 중복해 반영되기 때문이라는 것이다. 이를 좀더 정확히 

보이기 위해, 이제 처음 출발 시점을 Ǳ=0로 두고, 미래 시점을 Ǳ+2=2
로 두기로 해 보자. 그리고 그 사이 [Ǳ, Ǳ Ł ĭ]에 갖게 되는 어느 경험 

ƚĭ에 의해 갱신된 신념도 함수를 ǭĭ이라 해 보자. 그렇다면 시간 

[Ǳ Ł ĭ, Ǳ Ł Į]에는 또 다른 경험 ƚĮ에 의해 신념도 함수 ǭĮ에 이른 것

으로 볼 수 있다. 이 점에서 보자면, 출발 시점 Ǳ=0에서 반영 원리를 

받아들여 ǭĶ ĽǥōĊĮ ľ =ǭĮ Ľǥľ라고 하는 것은, 일견 아직은 아니지만 미

래에 갖게 될 더 나은 경험들을 반영하는 합리적인 하나의 갱신 방법

으로 보인다. 이 경우 ǭĮ Ľǥľ와 ǭĶ ĽǥōĊĮ ľ는 물론 ǭĶ와 ƚĭ 및 ƚĮ에 의해 

결정되고 있다. 하지만 이 과정을 처음에 (JC)에 의해 ǭĶ ĽǥōĊĮ ľ로부

터 ǭĭ ĽǥōĊĮ ľ로, 그리고 다시 반영 원리 (RP)에 의해 ǭĭ ĽǥōĊĮ ľ =ǭĮ Ľǥľ

로 나아가는 방식으로 보기로 하자. 그렇다면 이때 ǭĭ ĽǥōĊĮ ľ는 

ǭĶ ĽǥōĊĮ ľ와 ƚĭ에 의해 결정된다. 그런데 이미 확인한 대로, ǭĶ ĽǥōĊĮ ľ

는 ǭĶ와 ƚĭ 및 ƚĮ에 의해 결정된 것이다. 따라서 ǭĭ ĽǥōĊĮ ľ에 이르는 

과정에서 ƚĭ에 의한 중복 결정이 이루어진 셈이다. 반면 ǭĶ ĽǥōĊĮ ľ로부

터 반영 원리에 의해 ǭĮ Ľǥľ에 이른 경우에는 이와 같은 중복 결정이 

21) 예컨대 Howson & Urbach (1993), p. 102; Weisberg (2007) 참조.
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이루어지지 않으므로, ǭĭ ĽǥōĊĮ ľ와 ǭĮ Ľǥľ가 같아질 수 없고, 이로써 

결국 (RP)와 (JC)는 서로 충돌하는 것으로 보이게 된 것이다. 
이러한 문제에 대해 박일호는 우선 이러한 중복 결정을 피할 수 있

는 방법을 제안한다. 이를 위해 이제 우리의 행위자의 신념도 함수가 

ǭĶ로부터 ǭĮ로 갱신되었다는 명제를 ûĶ
Į로 두기로 해 보자. 그리고 유

사하게 그녀의 신념도 함수가 ǭĭ로부터 ǭĮ로 갱신되었다는 명제를 ûĭ
Į

로 두기로 해 보자. 그렇다면 중복 결정으로 인해 ǭĭ ĽǥōûĶ
Įľ가 ǭĮ Ľǥľ

와 같아질 수는 없을지 몰라도 ǭĭ Ľǥōûĭ
Įľ는 ǭĮ Ľǥľ와 같아질 수 있고, 

박일호는 제대로 된 반영 원리가 요구하는 바는 바로 이것이라고 주장

한다. 그러므로 그는 좀더 일반적으로 앞서의 ĊǱ Ł Ǟ 대신 ûǱ
Ǳ Ł Ǟ를 사

용하고, 이에 따라 앞서의 (RP)에서도 ǭǱ Ł ĭ ĽǥōûǱ Ł ĭ
Ǳ Ł Ǟľ=ǭǱ Ł ǞĽǥľ와 같

은 식으로 바꿀 것을 제안한다. 하지만 이 경우 ǭǱ Ł ĭ ĽǥōûǱ Ł ĭ
Ǳ Ł Ǟľ의 값을 

어떻게 구할 수 있을 것인가?

물론 이는 (JC)에 의해 ǭǱ ĽǥōûǱ Ł ĭ
Ǳ Ł Ǟľ로부터 얻어진 것이다. 그러므로 

일반적으로 0<ǟ<Ǟ인 경우 ǭǱ ĽǥōûǱ Ł ǟ
Ǳ Ł Ǟľ를 구할 수 있다면, 문제의 값

을 구할 수 있을 것이다. 그런데 이와 같은 문제는 시간 [Ǳ Ł ǟ, Ǳ Ł Ǟ] 
동안에 갖게 되는 경험에 대한 베이즈 인수를 이용한다면 쉽사리 해결

할 수 있다. 왜냐하면 우리의 행위자가 처음 신념도 함수 ǭǱ로부터 출

발해 반영 원리에 따라 ǭǱ Ł Ǟ에 이른 경우, 문제의 베이즈 인수를 ƗǦ라 

한다면, 앞서의 식 (2.1)에 따라(지금의 경우에는 Ƙ 불필요) ǭǱ ĽǥōûǱ Ł ǟ
Ǳ Ł Ǟľ

=ŠǦƗǦǭǱ
ĽǥǢǦ

ľ /ŠǦƗǦǭǱ
ĽǢǦ

ľ를 얻을 수 있기 때문이다. 즉 그녀는 자신의 신

념도 함수 ǭǱ에 앞으로 갖게 될 경험에 관한 베이즈 인수를 미리 차용

해 활용한 셈이다.22) 박일호는 바로 이와 같은 새로운 식을 제대로 된 

반영 원리의 식(NRP)으로 보고 있다.
만일 이렇게 된다면, 이제 처음의 예에서 분할 집합 E와 관련해 우

22) Park (2012), p. 482. 이러한 상황을 박일호는 일종의 협력적 신념도 갱신

의 상황으로 보고 있다.
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리는 ǭĶ로부터 (JCBF)에 의해, ǭĭĽǥōûĭ
Įľ ŀ łƖǭĶĽǥǢōûĭ

Įľ ŁǭĶĽǥ∼Ǣōûĭ
ĮľŃō

łƖǭĶĽǢōûĭ
Įľ ŁǭĶĽ∼Ǣōûĭ

ĮľŃ(여기서 베이즈 인수 Ɩ는 처음의 경험 ƚĭ에 대

한 베이즈 인수이다)를 얻을 수 있다. 그런데 다른 한편, 두 번째 경험 

ƚĮ에 대한 베이즈 인수 ƗǦ를 활용해 (NRP)를 적용한다면, ǭĶ Ľǥōûĭ
Įľ=

ŠǦƗǦǭĶ ĽǥǢǦ ľ/ŠǦƗǦǭĶ ĽǢǦ ľ이다. 따라서 이 두 식을 결합해, 우리는 ǭĭ Ľǥō  

ûĭ
Įľ=ŠǦƗǭĭ

ĽǥǢǦ
ľ /ŠǦƗǦǭĭ

ĽǢǦ
ľ을 얻게 된다.23) 이는, 처음에 (JCBF)에 의

해 ǭĶ로부터 ǭĭ을 얻는다 할지라도, 그처럼 얻게 된 ǭĭ이 제대로 된 

반영 원리 (NRP)와 충돌하는 일은 발생하지 않음을 뜻한다.

이상으로 우리는 제프리의 조건화가 안게 되는 주요 문제들이 어떻

게 베이즈 인수들의 활용해 의해 나름대로 해결될 수 있는가를 살펴보

았다. 그렇다면 우리는 궁금증을 가질 만하다. 베이즈 인수는 왜 그토

록 효과적인가? 이에 대한 답을 다음 절에서 탐구해 보기로 하자.

3. 베이즈 인수는 왜 그토록 효과적인가? 

여러 성공 사례들에서 베이즈 인수가 왜 그토록 효과적인가를 알아

보기 위해서는 무엇보다 그 가장 일반적인 특성부터 살펴볼 필요가 있

다. 우리의 감각에 충격을 미치는 경험 그 자체는 하나의 비명제적인 

상태(non-propositional state)일 뿐이다. 그러나 이 상태 그대로는 이 

결과를 다른 명제나 지식으로 전달할 수 없다. 그러므로 그것을 일정

한 명제와 연계시키는 일이 필요하다. 이제 어떤 가설 ǥ와 관련해 그

것의 증거가 될 만한 어떤 경험 자체를 Ǣǰ라 해 보자. 그리고 어떤 언

어 체계 L 내에서 그에 대응할 만한 명제를 나타내는 문장이나 진술

을 Ǣ라 할 때,24) 우리는 앞서 그러했듯 하나의 분할 집합 E={Ǣ, ∼ Ǣ}

23) 이에 대한 일반적인 증명은 Park (2012), Appendix D에서 볼 수 있다.
24) 앞서 우리는 이와 같은 구별을 명확히 하지 않고, 단지 ‘명제’로 통칭한 바 

있다. 하지만 이와 같은 구별만 유념한다면, 그러한 통칭은 그다지 해롭지 
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를 문제의 경험 충격을 나타낼 하나의 언어적 기반으로 고려할 수 있

다.25) 물론 이러한 집합은 더 커다란 유한 집합이나 가산적 무한

(countably infinite) 집합으로 확대 가능하다.
경험 Ǣǰ를 명제 Ǣ와 연계시킴에 있어 (BC)는 (적어도 어느 시점에

서) 문제의 경험에 의해 명제 Ǣ를 참으로 받아들일 수 있는 것으로 본

다. 이것이 주관적 신념도로서의 확률 ǭĽǢ ľ=1로 표현된다. 하지만 원

초적 확률주의의 입장에서 이에 반대한다면, 명제 Ǣ에 대해 1보다 작

은 확률을 부여할 필요가 있다.26) 처음 제프리의 (JC)는 바로 이와 같

은 입장에 서 있는 셈이다. 물론 이러한 입장에서라도 ǭĽǢ ľ=1의 경우

는 좀더 일반적인 경우들 가운데 하나의 특수한 경우로 간주될 수 있

다. 이제 이와 같은 구도하에서, 언어 체계 L 내에서 표현 가능한 가

설 ǥ에 대한 신념도는 그 증거가 될 만한 명제, 즉 증거 명제 Ǣ에 대

한 신념도의 변화에 따라 변화 가능한 것으로 본다. 물론 이때 그러한 

변화의 규칙은 베이즈주의에서 기본적으로 주장하듯 조건화 규칙에 해

당한다. 이 경우 (BC)에서는 증거 명제 Ǣ에 대한 신념도 변화만이 그

와 같은 조건화에 관여하나, (JC)의 경우에는 명제 Ǣ뿐만 아니라 그와 

상대적인 ∼ Ǣ에 대한 신념도의 변화 역시 관여하게 된다. 그리하여 

(JC)에서는 명제 Ǣ에 대한 처음의(사전) 신념도 함수 ǭ로부터 경험의 

충격 이후 새로운(사후) 신념도 함수 Ǯ로의 변화 결과를 ǮĽǢ ľ와 ǮĽ∼ Ǣľ

에 반영해, 그 각각을 ǭĽǥōǢ ľ와 ǭĽǥō ∼ Ǣľ에 대한 가중치(weight)로 

사용한다. 이렇게 하여 ǥ에 대한 사전 신념도 ǭĽǥľ로부터 변화된 사후 

신념도 ǮĽǥľ를 얻게 되는 것이다. 이때 가중치 ǮĽǢ ľ가 최대가 되고 가

중치 ǮĽ∼ Ǣľ가 최소가 되는 특수 경우가 (BC)에 해당됨은 물론이다.

않다. 이후에도 별도의 문제가 없는 한, 이러한 통칭을 사용하기로 한다.
25) 이러한 관점에서 호손은 이를 “[Ǣǰ]의 의해 직접 영향을 받는 증거 기

반”(evidence basis directly affected by [Ǣǰ])이라 부르고 있기도 하다

(Hawthorne 2004, p. 93).
26) 흔히 문제의 언어 체계가 지닌 표현력과 경험 그 자체 사이의 간극을 생각

한다면, 이때 굳이 원초적 확률주의를 언급하지 않는다 할지라도, 명제 Ǣ

에 대해 1보다 작은 확률을 부여하는 일은 우리의 일상이나 과학의 실제에

도 잘 부합된다.
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그러나 이때의 가중치 ǮĽǢ ľ는 명제 Ǣ와 관련해 사전 신념도가 결정

될 당시의 옛 경험과 새로 추가된 경험 모두를 반영한, 즉 지금까지의 

전체 증거에 대한 확률이다. 그러므로 경험 Ǣǰ가 새로이 추가됨으로써 

단지 그것만으로 확률이 새로이 얼마만큼 증감되었는가를 보여 주지는 

못한다(이러한 점은 ǮĽ∼ Ǣľ의 경우에도 마찬가지이다). 사정이 이러하

므로, 사후 신념도 ǮĽǢ ľ에는 이미 ǭĽǢ ľ의 확률값이 중첩되어 있는 셈

이다. 곧 ǮĽǢ ľ 자체는 사전 신념도  ǭĽǢ ľ의 영향에서 자유롭지 못한 것

이다. 만일 우리가 이와 같은 부분을 제거하길 원한다면, 언뜻 이를 위

한 자연스러운 전략은 ǮĽǢ ľ-ǭĽǢ ľ나 ǮĽǢ ľ/ǭĽǢ ľ를 고려하는 일이다. 하
지만 이러한 것들에는 공통적인 문제가 존재한다.
와그너의 지적대로,27) 만일 우리가 ǮĽǢ ľ-ǭĽǢ ľ=1/4나 ǮĽǢ ľ/ǭĽǢ ľ=2

라는 결과만을 알 뿐 ǭ와 Ǯ에 대해 아는 바가 전혀 없다고 할지라도, 
우리는 ǭĽǢ ľ 3/4이나 ǭĽǢ ľ 1/2임을 쉽사리 추론할 수 있다. 만일 이

렇게 된다면, 박일호의 지적대로,28) 이는 단순히 문제의 ǭ에 대한 정

보를 갖는 데 그치는 것이 아니라, 그래서 1/4나 2라는 결과가 주어졌

을 때 어떤 ǭ는 허용되고 어떤 ǭ는 허용되지 않는지, ǭ에 대한 특정한 

제한이 가해지는 것이다. 예컨대 지금의 경우 우리는 ǭĽǢ ľ=2/4나 ǭĽǢ ľ

=1/3과 같은 값을 부여하는 ǭ를 허용할 수 없는 것이다. 만일 사정이 

이러한다면, 어떤 경험에 의해 이제 ǮĽǢ ľ-ǭĽǢ ľ나 ǮĽǢ ľ/ǭĽǢ ľ의 값이 주

어졌다 할지라도, 우리는 그것을 아무런 제약 없이 어떠한 신념도 함

수 ǭ에 대해서건 그 갱신에 자유롭게 활용할 수 없게 된다.
그렇다면 이 점에서 경험 Ǣǰ에 대해 베이즈 인수는 어떠한가? 예컨

대 ǭ Ǯ에서 분할 집합 E와 관련해 베이즈 인수 Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ=4, 

Ɨǭ
Ǯ Ľ∼ Ǣ ň∼ Ǣľ=1 이외에는 ǭ와 Ǯ에 대해 알려진 바가 전혀 없다고 해 

보자. 이 경우라면, 0<ǭĽǢ ľ<1라는 사실 이외에는 ǭĽǢ ľ에 대해 특정하

게 추론할 만한 게 전혀 없다. 그러므로 ǭĽǢ ľ>0이나 ǭĽ∼ Ǣľ>0인 어

떠한 ǭ에 대해서건 우리는 그러한 베이즈 인수를 적용해 ǮĽǢ ľ나 

27) Wagner (2002), p. 275.
28) Park (2009), p. 39.
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ǮĽ∼ Ǣľ의 값을 결정할 수 있게 된다.29)

이와 같은 베이즈 인수의 특성에 관해, 하지만 박일호는 베이즈 인

수 역시 우리가 ǭĽǢ ľ에 관해 추론하는 일을 전적으로 막을 수 있는 

것은 아니라고 지적하고 있다.30) 예컨대 명제 ùú와 ú에 대한 베이즈 

인수 ƗĽùú ň úľ는 ǮĽùōúľ/ǭĽùōúľ가 되어, ǭĽùōúľ 1/Ɨ임을 알 

수 있다는 것이다. 이 경우, 박일호 자신도 잘 인식하고 있듯, ùú와 

ú가 상호 배타적이 아님은 물론이다. 하지만 이 면에서 보자면, 예를 

들어 우리가 앞서 문제없는 것으로 사용한 ƗĽ∼ Ǣ ň∼ Ǣľ에서도 ∼ Ǣ와 

∼ Ǣ 역시 상호 배타적이지 않은 문제가 있다고 그는 지적한다. 나아가 

두 베이즈 인수 ƗĽù ň∼ ù ľ와 ƗĽùú ň∼ ù ľ가 동시에 사용될 경우에

는, ù와 ∼ ù, 그리고 ùú가 ∼ ù와 상호 배타적임에도 불구하고, ù

와 ùú는 그러하지 않다고 지적하고 있기도 하다. 물론 이 경우에는 

ù와 ùú를 동시에 원소로 갖는 분할 집합이 존재하지 않는다. 그렇다

면 여기서 우리는 물을 수 있다. 왜 베이즈 인수는 이토록 분할 집합

을 대상으로만 해야 하는 것인가? 이와 관련해, 박일호는 자신이 생각

하는 바, 베이즈 인수의 원래 목적, 즉 사후 신념도에서 사전 신념도의 

요인을 제거하는 일(factor out)과, 베이즈 인수가 사전 신념도에 대해 

아무런 정보도 주지 않는다는 사실 사이의 관계가 좀더 분명하게 해명

되지 않으면 안 될 것이라 지적하고 있다. 나는 이하의 논의가 적어도 

이러한 요청에 대한 한 가지 응답이 되기를 희망하며, 지금의 논의를 

이어가기로 한다.
먼저 베이즈 인수가 어떻게 사전 신념도의 요인을 제거할 수 있는지

를 좀더 자세히 살펴보기로 하자. 이를 위해 우선 ǭ Ǯ의 과정에서 새

로운 경험을 ƚ라 하고, 이와 관련된 명제 Ǣ와 ∼ Ǣ 각각을 분할 집합 E

29) 이때 임의의 ǢǦ에 대해 ǮĽǢǦ
ľ는 ƗǦǭĽǢǦ

ľ /ŠǦƗǦǭĽǢǦ
ľ의 식에 의해 결정된다. 우

리의 예에서라면, Ǣ=ǢĮ, ∼Ǣ=Ǣĭ이다. 이에 대한 유도 과정은 예컨대 Jeffrey 
(2001), p. 19에서 볼 수 있다.

30) Park (2009), pp. 37-40. 해당 면에서 박일호의 수식은 다소 잘못된 것으로 

보인다. 여기서는 바로잡아 우리의 방식대로 표현해 보았다. 다만 박일호 

(2008), p. 105에는 이것이 올바로 제시되어 있다.
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로부터 제안된 서로 다른 두 ‘가설’이라 가정해 보자.31) 그렇다면 ǮĽǢ ľ

=ǭĽǢōƚľ, ǮĽ∼ Ǣľ=ǭĽ∼ Ǣōƚľ이므로, 우리는 이로써 베이즈 인수 

Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ에 대해 다음의 식을 얻을 수 있다.

(3.1)     Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ  = ŦǭĽǢľōǭĽ∼Ǣľ

ǮĽǢľōǮĽ∼Ǣľ

                   = ŦłǭĽ∼ǢľǭĽƚō∼ǢľŃōǭĽƚľ

łǭĽǢľǭĽƚōǢľŃōǭĽƚľ  × ŦǭĽǢľ

ǭĽ∼Ǣľ

                    = ŦǭĽƚō∼Ǣľ

ǭĽƚōǢľ

이 결과는 베이즈 인수 Ɨ가 경험 ƚ가 주어지기 이전의, 명제 Ǣ에 대한 

사전 신념도 ǭĽǢ ľ와 전적으로 무관함을 잘 보여 준다. 이것이 보여 주

는 바는 오로지 경험 ƚ와 관련해 각기 명제 Ǣ와 ∼ Ǣ의 일종의 우도

(likelihood)의 비일 뿐이다. 즉 Ǣ와 ∼ Ǣ 각각을 가정할 경우, 그 가정

하에서 경험 ƚ가 얼마나 나타날 법한지(how likely)를 하나의 비로 보

여 준 것이다.32) 따라서 이와 같은 비의 값은 그 자체 어떠한 ǭĽǢ ľ와

도 무관하게 결정될 수 있다.
이와는 달리, 앞서 고찰한 ǮĽǢ ľ-ǭĽǢ ľ나 ǮĽǢ ľ/ǭĽǢ ľ의 경우에는, 이를 

각기 Ɓǭ
ǮĽǢ ľ=ǮĽǢ ľ-ǭĽǢ ľ, ƥǭ

Ǯ ĽǢ ľ=ǮĽǢ ľ/ǭĽǢ ľ로 둘 때, 다음과 같음을 알 

수 있다. 즉 Ɓǭ
ǮĽǢ ľ 1-ǭĽǢ ľ, ƥǭ

Ǯ ĽǢ ľ 1/ǭĽǢ ľ이다. 그러므로 이러한 경

31) 이와 같은 아이디어는 Howthorne (2004), p. 99로부터 얻은 것이다.
32) 이에 대해 한 심사 위원은 지금의 식 내에서 ƚ의 지위에 대해 문제삼은 바 

있다. 지금의 식으로 볼 때, 이는 이미 ƚ를 하나의 명제로 간주하거나, 아
니면 적어도 그를 명제로 직접 표상할 수 있음을 보여 주고 있는 것으로 

보이나, 원초적 확률주의의 입장에서 이는 애초부터 잘못된 것이라는 지적

이다. 이 자체로 옳은 지적이라 생각한다. 하지만 지금의 경우, 이때의 ƚ는 

단지 베이즈 인수의 의미를 밝히기 위해 명제적으로 표현 가능한 것으로 

가정한 것일 뿐이다. 이러한 ƚ를 확률 함수의 한 항으로 사용하지 않고 위

와 같은 의미를 밝힐 또 다른 방법이 있는가에 관해서는 좀더 연구가 필요

할 듯하다.
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우들에서는 경험 ƚ의 충격을 나타내는 데 있어 특정한 ǭĽǢ ľ에 제약을 

받음을 분명하게 알 수 있다.

이상으로 보면, 지금까지 우리가 논한 베이즈 인수Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ야말로 

앞서 제1절에서 고려했던 필드의 ‘입력 매개 변수’의 원래 의도에 매

우 잘 부합되는 셈이다. 하지만 우리에게는 아직 해명해야 할 가지 문

제가 더 남아 있다. 즉 이와 같은 사실이 베이즈 인수가 사전 신념도

에 대해 아무런 정보도 주지 않는다는 사실과 어떻게 관련되는가 하는 

것이다. 그런데 이러한 의구심의 근원은 베이즈 인수를 고려함에 있어 

왜 분할 집합의 사용이 필연적인가에 놓여 있었다.  
이에 답하기 위해, 앞서 Ǣ와 ∼ Ǣ에 대한 우도의 비를 다시 한 번 

생각해 보기로 하자. 이제 만일 그와 같은 우도의 비가, ‘가설’ Ǣ를 가

정한 경우 그러한 가정하에 경험 ƚ가 얼마나 나타날 법한지를 보여 주

는 우도 ǭĽƚōǢ ľ와, ‘가설’ ∼ Ǣ를 가정한 경우 그러한 가정하에 경험 ƚ

가 얼마나 나타날 법한지를 보여 주는 우도 ǭĽƚō ∼ Ǣľ를 비교해 보여 

주는 것이라면, 이는 곧 우도를 통해 경험 ƚ로써 두 가설 Ǣ와 ∼ Ǣ를 

평가하는 일에 다름 아니다. 그런데 공통의 경험으로써 우도를 통해 

두 가설을 평가하는 문제와 관련해서는 호손에 의해 일반적으로 다음

이 알려져 있다.33)

먼저 동일한 증거 ý ǫ(이는 증거들 ýĭ, ýĮ, , ýǫ의 연언을 나타낸

다)에 의해 임의의 가설 ĀǦ와 그에 경쟁하는 가설 Āǧ에 대해 그 사후 

확률들의 비를 고려한다면, 베이즈 정리에 의해 다음이 성립한다.

(3.2)     Ŧ
ǭĽĀǦōý ǫľ

ǭĽĀǧōý ǫľ
= Ŧ

ǭĽý ǫōĀǦ ľ

ǭĽý ǫōĀǧľ × ŦǭĽĀǦ
ľ

ǭĽĀǧ
ľ

이는 두 가설의 사후 확률의 비가 그 가설의 우도비와 사전 확률의 비

의 곱과 같음을 보여 준다. 그런데 이때 만일 그 증거들이 거듭 가설 

33) Hawthorne (2005), sec. 2; Hawthorne (2012), sec. 5. 여기서는 우리의 맥

락에 맞게 좀더 간단히 간추리고, 우리의 기호법에 맞추었다.
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Āǧ와 배치된다면, 그 우도비는 0으로 다가가고, 이로써 가설 Āǧ의 사

후 확률 역시 0으로 다가가게 된다. 반면 가설 ĀǦ의 사후 확률은 1로 

다가가게 된다. 즉 이로써 우리는 궁극적으로 가설 ĀǦ를 선호하고 가

설 Āǧ를 반입증하거나 반증할 수 있게 된다. 더군다나 이 경우 두 가

설 Āǧ와 ĀǦ가 경험적으로 뚜렷한 차이를 보일수록, 즉 어떤 동일한 

경험과 관련해 두 가설의 우도가 서로 큰 차이를 보일수록 이와 같은 

효과는 더욱 커지게 마련이다. 
다른 한편, 이러한 효과를 완전히 얻기 위해서는 문제의 두 가설 이

외에 있을 수 있는 여타의 모든 가설들을 고려할 필요가 있다. 가설 

Āǧ을 배제하는 것만으로는 가설 ĀǦ를 온전히 선호할 수 없기 때문이

다. 이때 그처럼 여타의 모든 가설들을 포괄하는 가설을 흔히 ‘포괄 가

설’(catch-all hypothesis)이라 부르며, 이를 가설 Āă로 둔다고 해 보자. 

그렇다면 이와 같은 가설을 추가로 고려할 경우, 단지 가설들의 분할 

집합 {ĀǦ, Āǧ, Āă}에 한정할 때, 우리는 좀더 일반적으로 다음의 식

을 얻을 수 있다.

(3.3)     Ŧ
ǭĽĀǦ

ōý ǫľ

ǭĽ∼ĀǦōýǫľ
 = Ŧ

ǭĽý ǫōĀǦ
ľ

ǭĽý ǫōĀǧľ × ŦǭĽĀǦ
ľ

ǭĽĀǧ
ľ

 + Ŧ
ǭĽý ǫōĀǦ

ľ

ǭĽýǫōĀă ľ
× ŦǭĽĀǦ

ľ

ǭĽĀă ľ

그런데 이제 그 포괄 가설 Āă로부터 새로운 가설이 하나씩 명시적으

로 제시될 때마다 예전의 포괄 가설 Āă는 다시금 그 새 가설(예컨대 

ĀǪ Ł ĭ)을 제외한 또 다른 포괄 가설 Āăļ로 대체되며, 이때 Āăļ의 사

전 확률은 ǭĽĀăļ ľ=ǭĽĀă ľ-ǭĽĀǪ Ł ĭ ľ이 된다. 따라서 포괄 가설로부

터 새로운 가설이 명시적으로 제시될 때마다 위의 식 (3.3)에서 포괄 

가설의 항에 해당하는 두 번째 항 역시 점차 0으로 다가감을 알게 된

다.
그렇다면 이제 이러한 결과들을 앞서 우리의 Ǣ와 ∼ Ǣ에 대한 우도

비에 적용해 보기로 하자. 우선 동일한 경험 ƚ와 관련해 두 ‘가설’ Ǣ와 

∼ Ǣ 각각에 대한 우도의 비 ǭĽƚōǢ ľ /ǭĽƚō ∼ Ǣľ는, 만일 경험 ƚ가 ‘가
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설’ Ǣ와 부합되고 가설 ∼ Ǣ와 배치되어 ǭĽƚō ∼ Ǣľ/ǭĽƚōǢ ľ가 0으로 다

가가는 한, 반대로 점차 커지게 될 것이다. 더군다나 이와 같은 효과는 

두 가설이 서로 경험적으로 뚜렷한 차이를 보일수록 증대되는데, 만일 

경험 ƚ가 (거의) 확실한 경우 Ǣ의 우도는 1(또는 그 이상의 어떤 값)인 

반면 ∼ Ǣ의 우도는 0이 되도록 두 ‘가설’이 설정된다면, 바로 Ǣ와 ∼ Ǣ

의 경우처럼 그 ‘가설’들이 상호 배타적일 때 그 경험적 차이를 가장 

크게 보일 것이다. 
다른 한편, 우리가 주목하는 ‘가설’이 Ǣ라고 할 때, 그에 대한 포괄 

가설이야말로 ∼ Ǣ가 될 것이다. 그런데 만일 그러한 포괄 가설로부터 

새로운 가설 Ǣ�이 명시된다면, 우리는 다시금 새로운 포괄 가설 

∼ Ǣ ∼ Ǣ� 를 고려하게 될 것이고, 이처럼 ƚ와 관련해 포괄 가설까지를 

포함해 가능한 모든 가설들을 고려해야만 우도비 ǭĽƚōǢ ľ /ǭĽƚō ∼ Ǣľ의 

효과를 극대화할 수 있을 것이다. 그런데 이처럼 어느 경험과 관련해 

가능한 모든 가설들을 고려할 경우, 우리는 그 집합이 ‘망라적’이라 할 

수 있다. 
그러므로 이상의 결과를 종합하면, 경험 ƚ와 관련해 베이즈 인수 

Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ는 상호 배타적이며 망라적인 분할 집합 E={ Ǣŋ ∼ Ǣ}상에서 

우도비 ǭĽƚōǢ ľ /ǭĽƚō ∼ Ǣľ의 효과를 극대화하는 하나의 매개 변수라고 

그 가장 일반적인 특성을 규정할 수 있다. 물론 이는 좀더 큰 분할 집

합으로도 일반적으로 확대될 수 있다. 이러한 점을 좀더 직관적으로 

이해할 수 있도록 다음과 같은 비유를 생각해 보는 것이 도움이 될 것

이다.
이제 아령 모양의 물체를 하나 생각해 보자. 이 물체의 무게는 거의 

전적으로 양 끝에 모여 있고, 그 사이를 잇는 부분은 거의 무게를 갖

지 않은 채 균일한 무게를 갖거나, 아니면 이상적으로는 전혀 무게를 

갖지 않는다고 가정해 보자. 나아가 이 물체는 대부분의 액체에서 그 

부력에 의해 뜰 수 있는 것으로 가정해 보자. 이 경우 만일 그 물체의 

양 끝 무게가 동일하다면, 그것을 뜨게 만드는 일정한 액체 내에서 그

것은 수평을 유지하며 떠 있게 될 것이다. 하지만 만일 그 양 끝 무게

에 서로 차이가 있다면, 그것은 해당 액체 내에서 그 차이를 보여 주
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는 일정한 각도로 기운 채 떠 있게 될 것이다. 비유적으로 말해, 앞서 

그 일반적 특성을 규정한 대로의 베이즈 인수 Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ는 경험 ƚ가 

각기 명제 Ǣ와 ∼ Ǣ에 해당하는, 우리 물체의 양 끝에 얼마만큼의 무

게 차이를 주었는가를 보여 주는 셈이다. 이 경우 그 차이가 클수록 

어떤 액체 내에서 그 기울기의 정도는 커지게 될 것이다.
이와 같은 비유의 틀 내에서라면, 그러한 물체를 뜨게 하는 액체로

서 서로 다른 액체의 비중(specific gravity)이야말로 경험 ƚ의 충격이 

있기 이전의 명제 Ǣ에 대한 사전 확률을 보여 준다. 만일 이러한 액체

의 비중이 원래 크다면, 우리의 물체는 해당 액체 내에서 더 높이 뜨

겠지만(그리하여 명제 Ǣ에 대한 사후 확률은 더 커지겠지만), 여기서 

중요한 점은 어떠한 비중의 액체에서건 우리 물체의 (상대적인) 기울

기의 정도는 불변이라는 점이다. 이 경우 그 물체는 어떤 비중의 액체

에서건 일정한 기울기로써 평형 상태를 유지할 것인데, 이는 베이즈 

인수 Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ와 Ɨǭ

Ǯ Ľ∼ Ǣ ň Ǣ ľ의 곱이 1이라는 데에서도 잘 확인된다. 

즉 예컨대 전자의 값이 4라면, 후자의 값은 1/4가 되고, 이의 곱은 1이
다. 만일 1절에서 소개한 필드에서처럼 이 값들에 (1/2)log를 취하면 

이는 0이 될 것이다. 이 경우라면, 두 인수를 합한 값이 0이 됨을 뜻한

다. 더군다나 (BC), (JC), (JCBF) 사이의 다음과 같은 관계 역시 베이

즈 인수의 이러한 평형성을 잘 보여 준다. 제1절에서 언급한 대로, 
(BC)는 ǮĽǢ ľ=1인 경우의 (JC)의 한 특수한 경우로 간주될 수 있다. 하
지만 (BC)와 (JCBF) 사이에는 이러한 관계가 성립하지 않는다. 대신 

(JCBF)의 경우에는, ǮĽǢ ľ가 1로 무한히 다가감에 따라 베이즈 인수 

ƗĽǢ ň∼ Ǣľ가 양의 방향으로 무한대로 나아갈 경우, 결과적으로 (BC)가 

될 따름이다.34) 즉 다음과 같다.

(3.4)   lim
Ɨ→Ł∞

ǮĽǥľ = lim
Ɨ→Ł∞

łĽƗǭĽǥǢľ ŁǭĽǥ ∼ǢľľōĽƗǭĽǢľ ŁǭĽ∼ǢľľŃ

 =ǭĽǥǢľ/ǭĽǢľ=ǭĽǥōǢľ 

34) 이와 같은 점에 대해서는 박일호 역시 잘 지적하고 있다(Park 2014, notes 
4, 7 참조).
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따라서 (BC)는 단지 (JCBF)의 극한 경우일 따름이고, 이것은 (JCBF)
에 사용된 베이즈 인수 Ɨ가 이미 고정된 한 상태를 반영하는 것이 아

니라, 새로운 경험의 충격에 의해 얼마든지 변화할 수 있는 하나의 평

형 상태를 반영할 뿐이라는 점을 잘 보여 주는 셈이다.
그러므로 앞서 제시한, 베이즈 인수에 대한 일반적인 특성에 대한 

이와 같은 해석을 나는 ‘증거에 대한 평형 해석’(equilibrium interpre- 
tation of evidence)이라 부르기로 한다. 이제 이러한 해석에 따르면, 
앞서 제2절에서 보인 여러 사례에서 왜 베이즈 인수가 그토록 효과적

이었는가를 좀더 명확하고도 쉽사리 보일 수 있다고 믿는다.
증거에 대한 평형 해석의 관점에서 보면, 우선 베이즈 인수는 시간

적으로 자유롭게 이동 가능하다. 즉 베이즈 인수에 의해 얻은 값은 (새
로운 경험 그 자체에 별도의 변화가 없는 한) 시간적으로 과거이든 현

재이든 미래이든 일정하게 유지되어, 그 어느 시점에서든 제약 없이 

활용될 수 있다. 그 어느 시점에서든 당시 이미 주어진 사전 신념도에 

아무런 제약도 받지 않기 때문이다. 위의 비유로 말하자면, 아령 모양

의 물체는 비중이 다른 어느 액체에 담기든 동일한 기울기를 유지할 

수 있다. 마찬가지로 베이즈 인수는 또한 공간적으로도 자유롭게 이동 

가능하다. 예컨대 어느 사람 X에 의해 특정 장소에서 얻어진 베이즈 

인수는 또 다른 사람 Y에 의해 또 다른 장소에서 활용 가능하다. 타인

과의 협력적 신념도 갱신이 가능한 것은 바로 이 때문이다. 앞서 언급

한 베이즈 인수의 가장 일반적인 특성, 즉 그 근본 특성으로부터 파생

되는 이와 같은 특성을 나는 ‘시공간상의 이동성’(mobility in space 
and time)이라 부르기로 한다.
앞서 제2절에서 소개한 비교환성 문제의 해결, 오래된 증거의 문제 

해결, 반영 원리의 문제 해결은 모두 베이즈 인수가 지닌 이와 같은 

시공간상의 이동성에 의한 성공 사례들이라 할 수 있다. 비교적 짧은 

기간 동안의 현재 시점에서 경험이 주어지는 순서가 바뀌더라도 각 경

험에 대한 베이즈 인수는 동일하게 유지되어, 처음의 (JC)가 보이던 

신념도 갱신의 비교환성 문제는 쉽사리 해소된다. 새로 제시된 가설이 

어떤 증거를 새로이 설명할 수 있게 되었다 할지라도 그 증거 자체가 
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이미 확실하게 알려져 발생하는, 오래된 증거의 문제는 그 증거가 알

려지기보다 더 전의 원초적인 상태(ǲǯ -상태)에서 주어질 수 있는 경험

의 베이즈 인수를 얻고, 그 과거의 인수를 그대로 새로운 설명이 이루

어지는 현재의 인수로 옮겨 사용 가능함으로써 해결된다. 앞서 제2절

에서 성립했던 ƗĈ
ĉ ĽǢ ň∼ Ǣľ=Ɨǲǯ

ǭ ĽǢ ň∼ Ǣľ의 등식이 이를 결정적으로 

보여 주는 셈이다. 반영 원리의 문제에서는, 미래 즉 시간 [Ǳ Ł ǟ, 
Ǳ Ł Ǟ] 동안 에 갖게 될 더 나은 경험(ƚĮ)을 그 이전의 다른 경험(ƚĭ)

과 정확히 분리해 반영할 수 있는 베이즈 인수 ƗǦ를 그 미래로부터 현

재의 시점으로 안전하게 옮겨 올 수 있었던 데에서 해당 문제가 해결

된 것으로 볼 수 있다. 
증거에 대한 평형 해석의 관점에서 베이즈 인수의 근본 특성으로부

터 파생되는 두 번째 특성은, 베이즈 인수는 중간적인 증거들의 변화

에도 불구하고 그와 같은 증거들이 최종적으로 보여 주는 평형 상태만

을 반영할 따름이라는 것이다. 이의 이해를 돕기 위해, 이제 어느 액체

에 담겨 있는 예의 아령 모양의 물체를 먼저 생각해 보기로 하자. 이 

물체의 양 끝에 각기 새로운 무게가 더해진다면, 당연히 그 물체의 기

울기는 바뀌게 될 것이다. 하지만 이때 그 양 끝에 더해지는 무게가 

아무리 여러 방식으로 바뀐다 할지라도, 그 물체의 기울기는 최종적으

로 그처럼 더해진 총무게들의 상대적인 차이만을 반영할 따름이다. 그
러므로 특히 만일 그 더해지는 무게들이 양 끝 각각으로 동일하다면, 
결과적으로 그 중간적인 무게들의 변화에도 불구하고 최종적으로 아령 

모양 물체의 기울기에는 아무런 변화도 없을 것이다. 곧 설명하게 되

듯, 베이즈 인수에도 바로 이와 같은 특성이 있다. 나는 베이즈 인수의 

이러한 파생적 특성을 그것의 ‘최종적 상대성’(final relativity)이라 부

르기로 한다.
베이즈 인수의 이와 같은 최종적 상대성이 가장 잘 나타나는 경우가 

바로 동시적 신념도 갱신과 부분적 신념도 갱신의 문제 해결 과정이

다. E와 F와 같이 복수의 서로 다른 분할 집합과 관련해 동시에 신념

도 갱신이 이루어지는 동시적 신념도 갱신의 문제에 관해 박일호는 연

속적 신념도 갱신의 방식으로 그것을 해결할 것을 제안하고 있다. 하



전 영 삼56

지만 이때의 문제는, 서로 다른 분할 집합 중의 각 증거 명제 Ǣ와 ǣ가 

처음의 신념도 함수 ǭ와 관련해 서로 확률적으로 독립적이지 않아, 그 

각각이 확률적으로 서로 영향을 미칠 수 있다는 점이다. 이렇게 된다

면, 단순히 연속적 신념도 갱신의 방식을 적용할 수는 없다. 그러나 이

제 어느 경험에 의해 증거 명제 Ǣ와 ǣ에 대한 우리의 신념도가 동시

에 변화해, 처음 ǭĽǢ ľ로부터 ǯĽǢ ľ로, 그리고 ǭĽǣ ľ로부터 ǯĽǣ ľ로 변화

한 경우, 처음 ǭĽǢ ľ와 ǭĽǣ ľ로부터 연속적으로 어떤 갱신의 과정을 거

쳐 오든 그것은 결국 궁극적으로 ǭýþ ĽǢ ľ =ǭþý ĽǢ ľ =ǯĽǢ ľ, ǭýþ Ľǣ ľ=

ǭþý Ľǣ ľ=ǯĽǣľ을 만족시킨다. 그런데 이 경우 우리는 ǭýþ ĽǢ ľ =ǭþý ĽǢ ľ와 

ǭýþ Ľǣ ľ=ǭþý Ľǣ ľ가 가능함을 이미 알고 있다. 왜냐하면 베이즈 인수

를 사용할 경우, 시공간상의 이동성으로 인해 이러한 교환성이 성립함

을 우리는 이미 알고 있기 때문이다. 그렇다면 이제 이와 같은 과정을 

역으로 이용해, 위에 주어진 조건들을 만족시키고 있는 베이즈 인수들

을 거꾸로 찾아낸다면 문제가 해결되고, 이 방법이 바로 앞서 연립 방

정식을 풀이하는 방법이다. 
그런데 이때 예의 그 방정식의 해가 결정 가능하다는 것은 무엇을 

의미할까? 이의 이해를 돕기 위해, 먼저 우리의 아령 모양의 물체로 

되돌아가 보자. 우선 어떤 경험의 충격에 의해 그 물체의 기울기가 일

정하게 정해졌다고 해 보자. 그런데 이제 여기에 더해, 그 원래의 물체

와 같은 모양, 크기 및 성질의 물체로서, 손잡이 가운데 부분만이 서로 

교차 연결된 채 양 끝의 방향은 원래의 아령과 다른 방향을 취한 또 

다른 물체가 함께 동일한 액체 속에 담기게 되었다고 해 보자. 그리고 

이때 그 새로운 물체의 기울기는 앞서와 동일한 경험의 충격에 의해 

기울기가 정해지는 것으로 가정하자. 이와 같은 상황에서라면, 처음의 

물체는 두 번째 물체의 무게로 인해 영향을 받게 되고, 이 영향의 상

호 작용 속에서 최종적으로 일정한 기울기를 보일 것이다. 그리고 이

러한 과정에서 두 물체가 액체에 놓이는 순서가 바뀌더라도 마찬가지 

결과로 나아갈 것이다. 그렇다면 이때 그 연결된 두 물체가 중간에 서

로 어떻게 상호 작용을 하든, 그 각각은 최종적으로는 나름의 일정한 

기울기를 유지하게 마련이다. 이 경우라면, 우리가 어떤 경험의 충격으
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로부터 아령 모양의 물체의 기울기를 계산해 낼 수 있듯, 역으로 그 

물체 각각의 기울기로부터 그 기울기를 초래한 각 경험의 충격 정도를 

구해 낼 수 있을 것이다. 만일 이러한 비유를 제2절에서의 동시적 신

념도 갱신의 사례에 대응시킨다면, 이때의 각 경험의 충격 정도가 베

이즈 인수 Ɨ와 Ƙ로 제시된 셈이다. 이때 중간에 그 물체의 기울기가 

어떻게 변화했는가는 중요치 않다. 오직 최종적으로 그 기울기가 어떻

게 되었는가만이 문제될 따름이다. 따라서 그 최종 기울기에 의해, 그
것을 초래한 것으로 여겨지는 경험의 충격 정도를 반영하는 베이즈 인

수를 계산해 낼 수 있는 것이다. 이것이 바로 베이즈 인수의 또 다른 

하나의 특성으로서 그 최종적 상대성이다. 동시적 신념도 갱신의 상황

이 이와 같다면, 이제 베이즈 인수의 값을 결정함에 있어 근본적으로 

그와 동일한 전략을 취하고 있는 부분적 신념도 갱신의 경우에도 물론 

이와 유사한 해명이 가능하다. 다만 부분적 신념도 갱신의 경우에는, 
어느 경험의 충격에도 불구하고 어떤 분할 집합으로는 그 영향이 직접 

미치지 않을뿐더러 다른 분할 집합에 미친 영향으로 간접적으로 미치

게 된 영향마저도 취소시킨다는 점이 다를 뿐이다.  
베이즈 인수가 지니는 ‘최종적 상대성’이라는 특성은, 다른 한편 가

버가 제시한 다음과 같은 반론에 대해서도 효과적인 역할을 하게 됨을 

알게 된다. 흥미롭게도 베이즈 인수를 활용한 (JCBF)에 대해서까지 가

버는 그것이 우리의 신념도 갱신을 위한 적절한 규칙이 될 수 없음을 

지적한 바 있다(Garber 1980). 예컨대 파란색과 초록색 공들이 들어 

있는 단지 내에서 공 하나를 임의로 꺼내 관찰하였으나, 관찰 당시의 

불빛이 흐려 ‘이 공은 파란색이다’(Ǣ)라는 관찰 명제에 대한 신념도가 

단지 0.3에서 0.4로 바뀌었을 뿐이라고 가정해 보자. 즉 ǭĽǢ ľ=0.3이고, 
ǮĽǢ ľ=0.4이다. 이 경우 우리는 앞서 제1절의 식 (def Ɩ)에 따라 Ɩ의 

값과, (JCƖ)에 의한 다음의 식에 따라 ǮĽǢ ľ의 값을 구할 수 있을 것이

다.

(3.5)     ǮĽǢ ľ ŀ ǢƖǭĽǢ ľōłǢƖǭĽǢ ľŁ ǢĿ ƖǭĽ∼ ǢľŃ
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그런데 위와 같은 관찰을 동일하게 거듭하고, 이에 따라 지금과 같은 

방식으로 계속 Ǣ에 대한 새로운 확률을 구해 보면, 단 몇 차례의 그와 

같은 관찰만으로도 그 확률이 거의 1에 가까워짐을 쉽사리 확인할 수 

있다. 이는 사실 처음 관찰 이외에는 아무런 변화도 없는 몇 번의 관

찰에 의해 문제의 관찰 명제를 거의 확신하게 됨을 뜻한다. 
이러한 문제는, 어쩌면 지금까지 여러 문제들의 해결에서 훌륭한 성

과를 보이는 데 큰 역할을 한 베이즈 인수에 심각한 도전으로 비칠지 

모른다. 하지만 이미 몇몇 사람들이 보인 대로(Wagner 2002, pp. 
273-4; Hawthorne 2004, p. 110), 이는 방어할 수 없는 도전은 아니

다.35) 예컨대 맨 처음의 관찰에 의한 경험을 ƚ라 하고, 신념도 함수 ǭ

로부터 Ǯ로의 갱신 과정에서 그 베이즈 인수를 구해 보면, 앞서의 식 

(3.1)에 의해 Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ=ǭĽƚōǢ ľ /ǭĽƚō ∼ Ǣľ를 얻게 된다. 그런데 이

제 여기서 다시 동일한 경험의 충격이 가해진다면, 신념도 함수 Ǯ로부

터 ǯ로의 갱신 과정에서 해당 베이즈 인수 ƗǮ
ǯ ĽǢ ň∼ Ǣľ=ǮĽƚōǢ ľ/

ǮĽƚō ∼ Ǣľ=ǭĽƚōƚǢ ľ/ǭĽƚōƚ ∼ Ǣľ=1을 얻게 된다. 이는 동일한 경험의 

충격이 반복될 때에는 맨 처음의 경험의 충격 이외에는 실제로 베이즈 

인수의 값을 변화시킬 만한 요인은 발생하지 않음을 뜻한다. 하지만 

왜 이렇게 될 수 있는 것인가? 이에 대한 답은 베이즈 인수의 파생적 

특성으로서 최종적 상대성을 상기하면 쉽사리 주어질 수 있다. 우리의 

아령 모양의 물체 비유에서 직관적으로 이해할 수 있듯, 어떤 액체 속

에 일정한 기울기로 떠 있는 그 물체의 양 끝에 아무리 새로운 무게를 

추가할지라도 궁극적으로 그 물체의 상대적 기울기에 변화를 초래하지 

않는 한, 그 최종적 무게의 상대적인 차이에는 아무런 변화도 없는 셈

이다. 이것이 바로 위의 베이즈 인수의 값 1이 뜻하는 것이다. 이러한 

35) 브래들리는 가버의 반론이 필드식 베이즈 인수가 우리의 경험을 반영하는 

진정한 입력 매개 변수가 아니며 단지 그와 같은 경험에 대해 행위자가 보

인 반응의 한 측면일 뿐임을 보여 주었다고 지적하고 있다(Bradley 2005, 
p. 349). 나는 이것이 추후 자세히 고찰해 볼 상당히 흥미로운 지적이라 생

각하나, 여기서는 본 논문의 목적상 단지 이하와 같이 나아가는 것으로 만

족하기로 한다.
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인수는 제프리 조건화 과정에서 아무리 여러 번 곱해진다 할지라도 결

국 아무런 변화도 초래하지 못할 것이다.
베이즈 인수의 근본적인 특성으로부터 파생되는 마지막 특성은, 베

이즈 인수는, 새로이 추가된 경험으로서, 어떤 이유에서든 우리가 필요

로 하는 경험의 충격을 온전히 나타낼 수 있고 그에 한해서만 기능한

다는 점이다. 이때의 경험은 실제 주어지는 것일 수도 있고, 아니면 가

정된 것일 수도 있다. 베이즈 인수의 이러한 특성을 나는 ‘필요 경험에

의 충실성’(fidelity to the required experience)이라 부르기로 한다. 
이를 우선 제1절에서 제시한 (BF)에 대해 생각해 보기로 하자. 앞서 

(3.1)에서 보인 대로, 베이즈 인수 Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ는 이전의 경험이나 증거 

명제 Ǣ에 대한 사전 신념도와 무관하게 오직 새로이 추가되는 경험 Ǣǰ

의 충격만을 증거 명제 Ǣ와 ∼ Ǣ의 우도비로 나타낸 것일 뿐이다. 이
제 우리가 관심을 두는 경험이 바로 그 Ǣǰ라 해 보자. 그렇다면 이때 

베이즈 인수 Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ는 그 경험의 충격만을 직접적으로 반영할 뿐, 

여타 그와 무관한 어떤 다른 경험의 충격이나, 그 자체 그와 같은 충

격의 형태로 주어지지 않는 어떠한 것도 별도로 반영하지 않는다. 앞
서 아령 모양의 물체 비유로 말하자면, 우리가 어느 한 아령 모양 물

체의 기울기에 관심을 두는 경우, 액체 속에서 바로 그 물체의 기울기

는 (오로지 경험의 충격이 가해져 나타나는 것으로 여겨지는) 그 물체 

양 끝에서의 무게 변화에 의해서만 결정될 뿐, 여타 요인에 의해서는 

영향을 받지 않는다. 예컨대 그 물체에 전혀 접촉함이 없이 또 다른 

어떤 물체를 같은 액체에 담근 일, 또는 그 물체를 담근 사람이 어떤 

이유를 갖고 그 물체를 담갔을지라도 그 이유 자체에는 전혀 영향을 

받지 않는다. 사실 (BF)의 이러한 점은 그에 관한 정의 중에 제시된 

ǮĽǢ ľ가 아무런 별도의 추론 없이 경험의 충격에 의해 직접적으로 변화

되는 유일한 것이라는 가정에 이미 예고되어 있는 셈이다. 더욱 흥미

로운 점은, 이와 같은 충실성이 실제 주어진 경험의 충격과 관련해서

만 유지되는 것이 아니라, 때에 따라서는 문제 해결을 위해 필요한 것

으로 요구되는 경험의 충격과 관련해서도 유지된다는 점이다. 즉 실제 

경험의 충격이 주어지지 않았다 할지라도, 만일 그러한 충격을 가정한
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다면 어떤 문제의 해결에 도움이 될 경우, 그처럼 가정된 경험의 충격

을 충실하게 반영하는 베이즈 인수를 얻어 낼 수 있다는 것이다. 
베이즈 인수의 이와 같은 특성을 잘 반영한 사례 중 하나는 반영 원

리의 문제 해결의 사례이다. 그 문제의 해결에서 첫 번째 핵심은, 어느 

시점 Ǳ에서 ĊǱ Ł Ǟ라는 명제를 이용해 그 원리를 적용했을 때의 결과와, 

그 시점에서 먼저 (JC)를 적용하고 난 후 반영 원리를 적용했을 때의 

결과에서 나타나는 차이의 원인을 밝히는 일이었다. 이때 그 원인은, 
(JC)를 적용한 후 다시 반영 원리를 적용할 때의 미래 경험 ƚĮ 이외에 

(JC)를 적용할 때의 경험 ƚĭ이 위의 두 경우에 중복 산입되었기 때문

인 것으로 밝혀졌다. 따라서 이 경우 우리가 관심을 갖는 경험은 ƚĭ을 

제외한 ƚĮ뿐이다. 하지만 명제 ĊǱ Ł Ǟ(또는 ûǱ
Ǳ Ł Ǟ)는 그와 같은 구별에 

전혀 도움이 되지 않는다. 그렇다면 그러한 두 경험을 정확히 구별해 

반영 원리를 적용하는 일이 필요한데, 이를 위해 관건이 되는 명제가 

바로 ûǱ Ł ǟ
Ǳ Ł Ǟ이다. 이것이야말로 곧 경험 ƚĭ과는 무관하게 오로지 경험 

ƚĮ만에 의해 신념도의 변화가 이루어짐을 보여 주는 명제이기 때문이

다. 그렇다면 바로 이와 같은 과정을 보여 줄 수 있는 매개 변수가 필

요한데, 이것이 곧 [Ǳ Ł ǟ, Ǳ Ł Ǟ] 동안에 갖게 되는 경험 ƚĮ에 대한 베

이즈 인수 ƗǦ이다.

하지만 이제 ‘필요 경험에의 충실성’이라는 특성과 관련해, 이보다 

한층 더 극적인 사례는 부분적 신념도 갱신의 경우이다. 부분적 신념

도 갱신의 문제를 해결하기 위해, 박일호는 ǭ ǯ의 신념도 갱신의 과

정에 중간적인 임의의 신념도 함수 Ǡ를 새로이 설정하고, ǭ Ǡ일 때

와 Ǡ ǯ일 때 각각의 베이즈 인수 Ɨ와 Ƙ를 구하려 하였다. 하지만 이 

경우 ǭ Ǡ는 분명히 어떤 경험의 충격에 의한 과정이긴 하나, Ǡ ǯ일 

때는 어떤 이유에서건 일종의 고집(adherence)에 의해 그 갱신이 이루

어지고 있다. 그러므로 사실상 후자의 경우에는 실제적으로 아무런 경

험의 충격도 별도로 제시된 바 없다. 따라서 박일호는 이를 각기 “증
거적”(evidential), “교정적”(corrective)이라 불러 서로 구별한 바 있

다.36) 이는 전자에는 증거가 될 만한 경험의 충격이 존재하나, 후자에
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는 사실상 그러한 것이 존재하지 않음을 뜻한다.37) 그럼에도 불구하고 

Ɨ뿐 아니라 Ƙ까지를 이용해 문제의 해결을 시도하려 한 까닭에 사실

은 별도로 주어지지 않은 가상의(즉 처음의 실제 경험의 충격으로부터 

파생된 효과를 처음으로 되돌리는 것으로 가정된) 경험의 충격을 가정

해 그로부터 결과되는 신념도를 구한 것이다. 이는 물론 어떤 신념도

에서 고집의 결과를 해결할 수 있는 좋은 방안일 수 있긴 하나, 그것

이 곧 그 고집의 어떤 이유 그러한 이유가 정당하건 그렇지 않건 지

금의 경우에는 관계없이 를 반영하고 있는 것은 아니다.38) 나는 이것

이 전적으로 베이즈 인수 Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ가 어디까지나 (우리가 관심을 두

고 있는) 경험에 의해서만 주어질 따름이라는 필요 경험에의 충실성에 

기인한다고 생각한다.

베이즈 인수 Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ가 지닌 이와 같은 필요 경험에의 충실성이, 

물론 앞서 제2절의 오래된 증거 문제 해결과 관련해 제시되었던, 가설 

ǥ와 ∼ ǥ에 대한 오즈의 비에 해당하는 베이즈 인수 Ɨǭ
Ǯ Ľǥ ň∼ ǥľ에도 

그대로 성립되는 것은 아니다. 왜냐하면 베이즈 인수 Ɨǭ
Ǯ Ľǥ ň∼ ǥľ는 베

이즈 인수 Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ가 지닌 필요 경험에의 충실성 이외에도 또 다른 

특성을 지닌 요소를 포함하고 있기 때문이다. 이는 두 베이즈 인수 사

이의 관계를 보여 주는 다음과 같은 식으로 분명하게 보여 줄 수 있다.

36) 박일호 (2013), p. 46.
37) 그러므로 박일호는 이러한 후자의 과정을 “허위의”(spurious) 갱신 과정이

라 부르고 있기도 하다(Park 2009, p. 126).
38) 이와 관련해, 박일호는 자신의 해법이 오래된 증거의 문제 해결에서 가상

의 상황인 ǲǯ의 상황을 설정한 것과 크게 다르지 않다고 말하고 있다(박일

호 2013, p. 54). 하지만 그때의 상황에서는 (일단 해당 설명 가설을 상정

한 상태에서) 어쨌든 과거에 주어질 수 있었을 법한 경험의 충격을 반영하

는 베이즈 인수를, 앞서 우리가 지적한 ‘시공간상의 이동성’에 의해, 현재

의 시점으로 옮겨 올 수 있었다. 하지만 지금의 경우에는 그처럼 ‘있었을 

법한’ 상태의 경험의 충격조차 별도로 상정할 특별한 원천이 분명치 않다.
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ŀ
ǭĽǥľōǭĽ∼ǥľ

Ŧ
Ɨǭ

Ǯ ĽǢ ň∼ǢľǭĽǢľ ŁǭĽ∼Ǣľ

Ɨǭ
Ǯ ĽǢ ň∼ǢľǭĽǥǢľ ŁǭĽǥ∼Ǣľ

ōłĭĿŦ
Ɨǭ

Ǯ ĽǢ ň∼ǢľǭĽǢľ ŁǭĽ∼Ǣľ

Ɨǭ
Ǯ ĽǢ ň∼ǢľǭĽǥǢľ ŁǭĽǥ∼Ǣľ

Ń

ŀŦ
Ɨǭ

Ǯ ĽǢ ň∼ǢľǭĽǢō∼ǥľ ŁǭĽ∼Ǣō∼ǥľ

Ɨǭ
Ǯ ĽǢ ň∼ǢľǭĽǢōǥľ ŁǭĽ∼Ǣōǥľ

(3.6)  Ɨǭ
Ǯ Ľǥ ň∼ ǥľ ŀ ǮĽǥľ/ǮĽ∼ ǥľ]/[ǭĽǥľ/ǭĽ∼ ǥľ]

                    

           

여기서 보면, 베이즈 인수 Ɨǭ
Ǯ Ľǥ ň∼ ǥľ에는 앞서 언급한 대로 필요 경

험에의 충실성을 지닌 베이즈 인수 Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ  이외에도 증거 Ǣ나 ∼ Ǣ

와 관련해 가설 ǥ와 ∼ ǥ의 우도가 개입되어 있음을 알 수 있다. 사실

상 베이즈 인수 Ɨǭ
Ǯ Ľǥ ň∼ ǥľ에 있어 Ɨǭ

Ǯ ĽǢ ň∼ Ǣľ + 경우, Ɨǭ
Ǯ Ľǥ ň∼ ǥľ

=ǭĽǢōǥľ /ǭĽǢō ∼ ǥľ가 되어, 이는 해당 경험의 충격에 의해 가설 ǥ에 

대한 입증의 정도가 얼마나 증가했는가를 보여 주는, 이른바 ‘증가적 

입증도’(incremental degree of confirmation)의 한 측도가 됨을 알 수 

있다. 그러므로 베이즈 인수 Ɨǭ
Ǯ Ľǥ ň∼ ǥľ에는 필요 경험에의 충실성을 

지닌 베이즈 인수 Ɨǭ
Ǯ ĽǢ ň∼ Ǣľ와 증가적 입증의 정도가 함께 반영되어 

있는 셈이다.39) 따라서 베이즈 인수 Ɨǭ
Ǯ Ľǥ ň∼ ǥľ에 관해서는 단순히 필

요 경험에의 충실성만을 주장할 수는 없다. 이 경우라면, 그와 같은 특

성 이외에 증가적 입증의 어떤 특성도 역시 함께 고려해야만 할 것이

다. 이러한 관점에서 보자면, 오래된 증거의 문제에 관해 제프리가 

ǮĽǥľ>ǭĽǥľ의 문제를 1보다 큰 베이즈 인수 ƗĽǥ ň∼ ǥľ를 제시해 해결

하고자 했을 경우, 와그너는 바로 그를 필요 경험에의 충실성을 지닌 

베이즈 인수들 사이의 ƗĈ
ĉ ĽǢ ň∼ Ǣľ=Ɨǲǯ

ǭ ĽǢ ň∼ Ǣľ와 같은 등식 관계를 

기반으로 가설 ǥ의 입증도 증가로써 해명하려 한 것으로 볼 수도 있다.

39) 이러한 점은 Park (2014)에서도 잘 논의되고 있다(특히 그 각주 7 참조). 
입증의 정도와 관련해, 증가적 입증도와 총체적 입증도(total degree of 
confirmation) 사이의 구별과 관계에 관해서는 전영삼 (2012) 참조.
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결   어

이상의 논의를 통해 우리가 얻게 되는 모럴은 다음과 같다. 지금까

지 여러 성공 사례들을 통해 효과적이었던 베이즈 인수가 적어도 문제

의 세 가지 파생 특성들을 지님을 알게 되었으므로, 앞으로 새로이 부

딪힐 주관적 신념도 갱신의 문제들에서도 그 해결을 위해 일단은 베이

즈 인수의 그와 같은 특성들을 상기해 보라는 것이다.
그렇다고 해서 물론 이로써 곧 해당 베이즈 인수들이 그 자체로 정

당화되었음을 의미하는 것은 아니다. 예컨대 부분적 신념도 갱신의 문

제 해결 과정에서 사용된 베이즈 인수는 그 가상성으로 인해 별도의 

문제를 지닐 수 있다. 그러므로 그 정당성에 관해서는 별도의 또 다른 

논의가 필요하다. 지금까지 우리가 밝힌, 베이즈 인수의 특성들이 이와 

같은 논의에서 또한 주요한 점검점들이 되리라 기대한다.
다른 한편, 제2절에서 예시한 베이즈 인수의 성공 사례들이 그러한 

사례들의 전부를 망라한 것도 아니다. 예컨대 박일호는 협력적인 신념

도 갱신의 가능성이라는 측면에서 그를 적절히 구현할 수 있는 입증의 

측도가 과연 무엇인가를 논한 바 있는데(Park 2014), 이 역시 우리가 

제시한 베이즈 인수의 특성들로써 해명이 가능할 듯하다. 다만 이 경

우에는 ‘입증의 측도’라는 또 하나의 중요한 과학 철학적 측도와 관련

해, 오히려 그 반대의 방향, 즉 적절한 입증의 측도라는 측면에서 그에 

적합한 신념도 갱신의 방식을 논하는 일도 함께 고려되어야만 할 것이

다. 이에 관해서는 후일을 기약할 수밖에 없다.
이상에도 불구하고 물론 지금까지 베이즈 인수들을 이용해 성공적

으로 관련 문제들을 해결한 이들의 노고와 업적이 조금도 훼손되는 것

은 아니다. 오히려 그러한 전제하에, 제3절에서의 우리의 논의가 의미 

있을 것이다.
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Why Are Bayes Factors So Effective?

Many of the difficulties which the earlier way of Jeffrey 
conditioning faced have been resolved since Field proposed a new 
way to represent uncertain experiences. The point of his proposal is 
reduced to what we call “Bayes factors”. The question was then, how 
effective the Bayes factors actually are, for the problems of 
conditioning in Bayesianism. Though it is recognized that Bayes 
factors do not solve all the problems of Jeffrey conditioning, recent 
researches suggest that the remaining problems can be effectively 
treated by reformulating those factors in some new ways. The aim of 
this paper is to seek the reasons why Bayes factors are so effective 
and successful in their roles. In other words, it tries to explicate the 
epistemological significance of Bayes factors, looking beyond the 
formal numerical relations, what they are revealing about the process 
of problem solving. We will grasp some epistemic properties which 
make Bayes factors so effective in successful cases. This paper will 
not just summarize the success of the factors until today, but extract 
some morals for further researches which will be done with Bayes 
factors.

Keywords: Jeffrey conditioning, Bayes factors, probability 
kinematics, the equilibrium interpretation of evidence




